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SUMMARY

Tao Li. Information technology for the formation of business processes
through the introduction of virtual reality in the educational space. — Qualifying
scientific work as a manuscript.

Thesis for the Doctor of Philosophy Degree in Specialty 122 “Computer
Sciencey. — Kyiv National University of Construction and Architecture, Kyiv, 2024,

Abstract content. The dissertation addresses the scientific and practical
problem of developing methods, models, and information technology to enhance the
effectiveness of Virtual Reality (VR) technology implementation for forming and
transforming business processes in educational content-providing enterprises and
organizations. The research focuses on the urgent need for innovative information
technology to manage the implementation of virtual reality systems in educational
Institutions, particularly in the context of increasing technological complexity and
rapid evolution of changes in educational space business processes.

The research relevance is emphasized by the growing recognition of virtual
reality technology's potential for revolutionary changes in various aspects of business
operations and educational practices. As educational organizations seek to utilize
immersive technologies to improve decision-making, learning, and client engagement,
there is a pressing need for empirically verified approaches to integrating virtual
reality systems into their operations. This research aims to bridge the gap between
theoretical understanding of virtual reality's potential and its practical implementation,
providing applied tools for identifying opportunities related to immersive technology
implementation for educational organizations.

A key contribution of this work is the development of new information
technology based on the existing VR-BPMN (Virtual Reality-Business Process Model
and Notation) concept. The testing of this innovative IT solution for business process
visualization and analysis demonstrates significant advantages compared to traditional
approaches, offering a more intuitive and engaging visualization tool for

understanding complex organizational and educational business processes. The proven



effectiveness of this information technology shows a 21% increase in task execution
speed without error identification compared to PC-based tools, highlighting its
efficiency for business process transformation in virtual environments. VR-BPMN is a
core component of the proposed information technology that demonstrates how virtual
reality can be effectively integrated into existing information systems for forming and
transforming educational institution business processes.

The research advances the field of human-computer interaction in virtual
environments through the development of an enhanced method that integrates natural
language processing and gesture recognition methods. This approach to multimodal
interaction demonstrated a 35% reduction in command interpretation errors compared
to traditional interfaces, with 85% of users noting increased intuitiveness when
working in the virtual environment. The system's adaptive learning capability shows a
15% improvement in command recognition accuracy over time, highlighting the
potential of virtual reality systems for personalized experiences.

A significant theoretical contribution of this work lies in developing a
technology acceptance model for virtual reality applications. Using structural equation
modeling provides a framework for understanding factors influencing virtual reality
technology adoption in organizational settings. The identification of perceived
enjoyment as a critical factor in usefulness and ease of use provides valuable
information for virtual reality system developers and users, emphasizing the
Importance of creating engaging user experiences.

A comprehensive framework for implementing virtual reality strategy in
business and educational contexts has been developed and presented. The structured
approach  encompasses content evaluation, resource allocation, testing,
implementation, and continuous reassessment, demonstrating significant advantages in
real-world conditions.

Furthermore, the study has advanced virtual reality technology in B2B and B2C
contexts, revealing significant potential benefits across various sectors. Results

demonstrating increased client engagement, conversion rates, employee training



effectiveness, and knowledge retention confirm the transformational potential of
virtual reality technology. However, the research also identifies key challenges to
widespread VR adoption, particularly in data privacy and hardware limitations,
providing a balanced view of the current state of immersive technology
implementation.

The dissertation research results make significant contributions to both
theoretical understanding and practical application of virtual reality technology in
educational sphere business processes. The developed methods, models, and
information technology offer comprehensive analytical and applied tools for
organizations seeking to utilize virtual reality to enhance efficiency and innovation in
educational space. By addressing the complex interaction of technological,
organizational, and human factors in virtual reality technology implementation, this
research creates a solid foundation for future IT achievements, paving the way for
more efficient, effective, and user-oriented virtual reality applications across various
fields.

The object of the study is the processes of integrating virtual reality systems
into the activities of enterprises and organizations that provide educational content.

The subject of the research is models, methods, and information technology
for developing, evaluating, and implementing virtual reality systems for forming and
transforming business processes in educational space.

Research methods. The study employs a complex of methods, including:
modeling and data analysis methods, including structural equation modeling to verify
the technology acceptance model within the proposed information technology;
software engineering methods for developing core components of virtual reality-based
information technology, including virtual reality interfaces and data processing
algorithms; experimental design and user research to evaluate the effectiveness of the
VR-BPMN concept and human-computer interaction model within the developed
information technology; statistical analysis of system performance indicators to

optimize the efficiency and responsiveness of information technology; systems



analysis and design methods for creating implementation frameworks and ensuring

scalability and adaptability of information technology; simulation and modeling

methods for testing and refining VR components of information technology in

controlled environments before real-world deployment.

The aim of the study is to develop information technology for effective

implementation of virtual reality systems in educational sector business processes.

To achieve this aim, the following tasks must be solved:

1.

Analyze the possibilities of implementing virtual reality technology in
business processes and educational context, identify existing challenges and
limitations in modern immersive technologies.

Propose a technology acceptance model for applying virtual reality systems
and their applications in educational space.

Develop a human-computer interaction model for virtual reality systems.
Develop methods for evaluating the effectiveness of VR simulations in
business processes and optimizing user experience in virtual environments.
Develop a method for integrating natural language processing and gesture
recognition in VR interfaces for educational simulations and visualization of
complex business processes.

Develop information technology for business process formation based on
implementing virtual reality systems in educational space.

Develop software modules and conduct testing of the developed information
technology through testing, case studies, and empirical evaluations in various
business and educational environments.

Develop a strategy for evaluating the effectiveness and development of

virtual reality systems in business and educational contexts.

The main study hypothesis is that by solving the set tasks, the research results

should bridge the gap between theoretical understanding and practical implementation

of virtual reality systems in educational institutions' activities, providing information



and applied tools for identifying challenges and opportunities associated with

iImmersive technology implementation.

The scientific novelty of the obtained results:

Developed for the first time:

a human-computer interaction model for virtual reality systems which,
through a unique combination of defined components, enables increased
system response speed to user actions in the virtual environment. Unlike
existing models, it enables reduced command interpretation errors and
improves recognition accuracy through adaptive learning, determining its
potential for shaping user experience;

a method for evaluating the effectiveness of VR simulations in business
processes, which enables quantitative determination of virtual reality
systems' effectiveness indicators: task completion time, error levels, user
satisfaction and perception of the virtual environment, and enables
identification of indicators for optimizing business processes and decision-
making processes;

a method for optimizing user experience in virtual environments, which
through aggregation of data analytics and machine learning methods offers a
new approach to collecting and analyzing user behavior data in virtual
environments and ensures VR experience accumulation;

information technology for business process formation in educational space,
which through developed and improved models and methods, ensures
increased effectiveness of virtual reality systems implementation in

organizations providing educational content.

Improved:

technology acceptance model, which by considering specific factors for
virtual reality systems provides an analytical basis for predicting the results
of implementing the developed information technology in educational

institutions;



- structural equation modeling method for evaluating virtual reality perception
by potential users, which, unlike existing ones, through using an extended
factors model of virtual reality technology perception, enables quantitative
determination of relationships between key constructs in organizational
conditions.

Further developed:

- virtual reality technology perception factors model, which considers the
complex structure of interaction between technological, organizational, and
human factors affecting virtual reality systems use, and serves as a basis for
improving the structural equation modeling method;

- method of integrating natural language processing and gesture recognition in
VR interfaces, which, through aggregation of these components, increases
intuitiveness and efficiency of user interaction in virtual environments,
enabling its application for educational simulations and complex business
process visualization.

The first chapter provides a comprehensive review of immersive technologies
and virtual reality systems, identifying opportunities for their integration into business
processes and educational institutions. The current state of virtual reality
implementation in various business processes is analyzed, drawing on recent industry
works and scientific literature. A critical analysis of potential benefits and challenges
of existing virtual reality technology implementation results is conducted, including
enhanced data visualization, spatial representation, and more engaging learning
experiences, as well as hardware limitations and user perception factors of immersive
technologies. The theoretical foundations of technology acceptance models and their
applicability to virtual reality systems are thoroughly examined. Analysis of scientific
works on technology acceptance theory enabled identifying the relevance and
applicability level of existing models, methods, and tools of immersive technologies.
The VR-BPMN concept is defined as the foundation for developing information

technology for business process formation in educational space based on virtual reality



systems. Key gaps in existing research on virtual reality systems implementation are
identified, particularly in user interface development and integration of natural
language processing and gesture recognition. Strategic objectives of this work are
outlined, forming the research goals for subsequent chapters.

The second chapter presents significant achievements in developing new
information technology for integrating virtual reality into educational institutions. A
key contribution is the improvement of the technology acceptance model, specifically
designed for applying virtual reality systems in educational space. The improved
model considers virtual reality-specific factors. The developed model was thoroughly
tested using the structural equation modeling method, which provides a foundation for
understanding and predicting virtual reality implementation in organizational
conditions. The model's consistency with numerous data indicators is proven,
highlighting its reliability and applicability in various contexts.

Additionally, the chapter develops a human-computer interaction model for
virtual reality systems based on natural language processing and gesture recognition
methods. The model defines PC-user interaction and enables reduced system response
time in virtual environments, representing a significant contribution compared to
traditional interfaces. This model enables reduced command interpretation errors,
improves recognition accuracy over time through adaptive learning, and demonstrates
its potential for shaping user experience in virtual reality.

The chapter also presents a virtual reality technology perception factors model,
which has been further developed by considering the interaction of technological,
organizational, and human factors for business process formation in educational space.
The model offers nuanced understanding of complex variables affecting virtual reality
perception and use, providing valuable information for both researchers and
practitioners. By identifying and analyzing factors that contribute to user engagement,
efficiency, and satisfaction, this model deepens theoretical understanding of human-

computer interaction in virtual environments.



The third chapter focuses on evaluation and optimization methods within the
developed information technology, which determine scientific results for assessing
perception and effectiveness of virtual reality application in educational space. A key
contribution is the improvement of structural equation modeling method for evaluating
virtual reality perception by potential users, providing a more reliable and accurate
approach to understanding factors affecting virtual reality adoption in organizational
conditions. This enhanced method enables empirical verification of relationships
between key constructs, offering valuable information about virtual reality adoption
dynamics.

A method for evaluating VR simulation effectiveness in business processes has
been developed, enabling the development of tools for determining indicators such as
task completion time, error rates, and user satisfaction, and allowing comparison with
traditional methods. Comparison results demonstrate the advantages of virtual reality's
potential for improving visualization and understanding of complex business
processes, while also identifying indicators for future optimization.

An innovative method for optimizing user experience in virtual environments is
proposed, addressing unique challenges of immersive technologies while focusing on
Increasing user engagement and satisfaction levels. Integrating advanced analytics and
machine learning methods, this approach employs a new methodology for collecting
and analyzing user behavior data in virtual environments, paving the way for more
personalized and effective VR experiences.

Furthermore, the chapter details a method for integrating natural language
processing and gesture recognition in VR interfaces, aimed at enhancing user
interaction efficiency in virtual environments. This integration represents a significant
step in method development for creating more natural and seamless user experiences,
with potential applications ranging from simple educational simulations to complex
business process visualizations.

The fourth chapter is dedicated to practical implementation and validation of

the developed information technology, presenting a comprehensive approach to



implementing virtual reality systems in educational space. It presents innovative
instrumental modules for implementing the VR-BPMN concept based on developed
models and methods, providing a systematic foundation for effective virtual reality
technology utilization. These modules cover the complete lifecycle of virtual reality
systems implementation — from initial design to optimization.

The implementation of the proposed information technology is validated
through extensive testing, case studies, and empirical evaluations in various business
and educational environments. Testing results demonstrate significant improvements
in task performance indicators, user interaction, and learning outcomes, while also
identifying areas for further improvement. The chapter concludes by summarizing the
obtained results, highlighting practical research outcomes, and suggesting promising
directions for future research in immersive technologies.

The chapter also presents a strategy for evaluating the effectiveness and
development of virtual reality systems in business and educational contexts. This
strategy offers a structured approach to evaluating virtual reality implementation,
ensuring alignment with educational institutions' goals for continuous improvement. It
includes feedback mechanisms and adaptive learning processes for optimizing virtual
reality experience utilization over time.

The practical significance of the obtained results lies in their comprehensive
contribution to the development and application of advanced information technology
for implementing virtual reality systems in educational space. The developed
information technology provides educational organizations with a reliable and end-to-
end solution for effective implementation and optimization of virtual reality systems in
their activities, improving decision-making business processes, teaching methods, and
overall productivity. The proposed strategy for evaluating the effectiveness and
development of virtual reality systems is based on a holistic approach to improving
virtual reality implementation in business and educational contexts.

The developed software modules provide users with applied tools for visual

understanding and representation of complex business processes, enhancing
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operational efficiency of educational organizations through immersive interactive
visualizations. The practical significance of this tool is important for various industries
— from manufacturing to finance, where business process optimization is crucial for
maintaining competitiveness.

Conclusion. For use in educational space, information technology and valuable
recommendations for improving the learning process based on virtual reality systems
implementation have been proposed, offering potential for transforming pedagogical
approaches to teaching various disciplines. Empirically validated evaluation modules
within the information technology offer educators reliable tools for assessing virtual
reality's impact on learning outcomes, facilitating decision-making regarding virtual
reality investment feasibility in educational institutions.

Furthermore, the technology acceptance model integrated into the developed
information technology serves as a practical tool for educational organizations to
predict and improve user perception of virtual reality technology. This predictive
capability can guide the development of more user-centered VR applications,
potentially increasing the success rate of virtual reality implementation in various
organizational contexts. The comprehensive nature of the developed information
technology bridges the gap between theoretical research on virtual reality technology
and its practical application. It offers educational organizations applied tools for
planning, implementing, and optimizing their virtual reality initiatives, comprising
software modules for user interface development, data processing, performance
analysis, and real-time IT adaptation based on user behavior and learning models.

By offering a structured and technological approach to virtual reality systems
implementation, this research will enable educational institutions to more effectively
utilize immersive technologies' potential, stimulating innovation and providing
competitive advantages in the digital business landscape. The practical
implementation of the developed information technology emphasizes its importance

for developing virtual reality applications in educational organizations.

11



Keywords: virtual reality, human-computer interaction, business process
modeling, educational technology, technology acceptance model, VR-BPMN, user
experience optimization, natural language processing, gesture recognition, immersive

technologies, effectiveness evaluation, strategic frameworks, VR analytics.

LIST OF THE APPLICANT’S PUBLICATIONS ON THE THEME OF THE
DISSERTATION AND INFORMTION ON THE APPROVL OF THE
RESULTS OF THE DISSERTATION

Articles in professional publications of Ukraine
(included in the list of the Ministry of Education and Science of Ukraine)

1. Tsiutsiura, M., Tsiutsiura, S., Kryvoruchko, O., & Li, Tao (2022). The
Method of harmonizing decision of the divergent methodology of the
development of higher education institutions. Management of Development
of Complex Systems, 50, 85 — 92. DOI: 10.32347/2412-9933.2022.50.85-92
[category «B», Index Copernicus] https://urss.knuba.edu.ua/files/zbirnyk-
50/85-92_0.pdf

2. Li, Tao (2023). Evaluating the Effectiveness of VR Simulations in Business

Process Formation. Management of Development of Complex Systems, 56,
97 — 104. DOI: 10.32347/2412-9933.2023.56.97-104 [category «B», Index
Copernicus] http://mdcs.knuba.edu.ua/article/view/299711

3. Li, Tao (2024). Human-computer interaction in virtual reality environments
for educational and business purposes. Management of Development of
Complex Systems, 57, 112 — 117. DOI: 10.32347/2412-9933.2024.57.112-
117 [category «By, Index Copernicus]
http://mdcs.knuba.edu.ua/article/view/301837

4. Li, Tao, Honcharenko, T. (2024). Integrating advanced human-computer

interaction and machine learning models for optimizing VR systems in

educational and business applications. Bulletin of the National Technical

12


https://urss.knuba.edu.ua/files/zbirnyk-50/85-92_0.pdf
https://urss.knuba.edu.ua/files/zbirnyk-50/85-92_0.pdf
http://mdcs.knuba.edu.ua/article/view/299711
http://mdcs.knuba.edu.ua/article/view/301837

University «KhPI» A series of “Information and Modeling”, 1 — 2 (11 — 12),
105 — 120. DOI: 10.20998/2411-0558.2024.01.09 [category «By», Index

Copernicus]

Materials of international scientific conferences indexed in the
scientometric database Scopus

5. Tsiutsiura, M., Kostyshyna, N., Yerukaiev, A., Danylyshyn, S.,
Honcharenko, Y., & Li, Tao. (2022). Research of Housing Comfort Using
Linguistic Variables. 2022 International Conference on Smart Information
Systems and Technologies (SIST), 1 — 5. DOI:
10.1109/S1ST54437.2022.9945736 [Scopus].

6. Levytskyi, V., Tsiutsiura, M., Yerukaiev, A., Rusan, N., & Li, Tao. (2023).
The Working Principle of Artificial Intelligence in Video Games. 2023 IEEE
International Conference on Smart Information Systems and Technologies
(SIST), 246 — 250. DOI: 10.1109/S1ST58284.2023.10223491 [Scopus].

7. Tao, Li, Dolhopolov, S., & Honcharenko, T. (2024). Strategizing VR
Integration in Business and Education: Extending the Technology
Acceptance Model through Project Management Perspectives. International
Workshop IT Project Management, VVol. 3709, 250 — 263 [Scopus, Q4, ISSN
1613-0073].

Abstracts of reports of scientific and scientific-practical conferences

8. Tsiutsiura, M., Dolhopolov, S., & Li, Tao. (2021). Audio-visual assistant for
learning foreign languages using machine learning technology. Eighth
international  scientific-practical conference “Management of the
development of technologies™, 15 — 16.

9. Li, Tao, Kopcha, O., & Lukeniv, D. (2022). Using the REST API to create
and receive information. Ninth international scientific-practical conference

“Management of the development of technologies™.

13



10.Tsiutsiura, M., Nechyporenko, D., & Li, Tao (2023). Development of
automatic “clever refrigitator” technology with the help of “Al — system
product control” artificial intelligence. Tenth international scientific-practical
conference “Management of the development of technologies”, 12 — 14.

11.Li, Tao (2023). Enhancing Learning Through Immersive Virtual Reality
(VR) Technologies in Education. BMC-2023 — International Scientific-
Practical Conference of young scientists “Build-Master-Class-2023”, 425—
426.

14



AHOTALIA

Tao Jli. Indopmaniiina TexHoJioriss ¢(opmyBaHHs1 Oi3Hec-IpoLeciB Ha
OCHOBi BipTya/IbHOI peajibHOCTI B OCBITHbOMY mnpocTopi. — Ksanigikayiiina
HAyKo8a npays Ha npasax pyKonucy.

Hucepramiss Ha 3100yTTS HAyKOBOTO CTymeHsS jJokTopa ¢umocodii 3a
crietianipHicTIO 122 «Komm’totepHi Hayku». — KuiBChkHil HalllOHABHUN YHIBEPCUTET
OyxiBHUIITBA 1 apxiTekTypH, Kuis, 2024.

3micT anoramii. /luceprailis TpHCBSYEHA BHPIMICHHIO HAYKOBO-NPAKMUYHOL
3a0aui — PO3pOOJICHHS METOJIB, Mojeled Ta iHGOpPMAaIIMHOI TEXHOJOTIl I
MIJIBUIICHHS €()eKTUBHOCTI 3aCTOCYBAaHHSA TEXHOJIOTI BIPTyalbHOI peaibHOCTI (aHT.
Virtual Reality, VR) nmns ¢dopmyBanHs Ta TpaHcdopmarii Oi3HEC-TIPOIECiB
MIJAMPUEMCTB Ta OpraHizalliif, sKi HaJalThb OCBITHIH KOHTEHT. JlociimkeHHs
COpsIMOBaHE Ha HarajibHy MOTpe0y y HasBHOCTI I1HHOBALIMHOI 1H(OPMAIIHHOI
TEXHOJIOT1i, siIka O KepyBaja BIPOBA/KEHHSM CHUCTEM BIPTyalbHOI pEaJbHOCTI B
OCBITHI YCTaHOBHU, OCOOJIMBO B KOHTEKCTI 3POCTAIOY0i TEXHOJIOTTYHOI CKIAAHOCTI Ta
IIBUJIKOT €BOJTIOLIT 3MiH Y O13HEC-TIpoIiecaXx OCBITHBOI'O IMPOCTOPY.

AKTyanbHICTh  JIOCHIDKCHHS  IMIJKPECTIOETHCS  3pOCTAIOUMM  BU3HAHHSM
MOTEHI[IaTy TEXHOJIOT1I BIPTYyaJIbHOI PEalbHOCTI JJI PEBONIOUIMHUX 3MIH y PI3HUX
acmekTax Oi3Hec-omepailiii Ta OCBITHIX mpakTuk. OCKUIBKM OCBITHI oOprasizaiii
MparHyTh BUKOPUCTOBYBAaTH IMEPCHUBHI TEXHOJIOTIi [UIsl TOKpALIEHHS MpOoLecy
NPUIHATTSA pillleHb, HaBYaHHS Ta 3allyd€HHsI KIIIEHTIB, ICHY€E TrocCTpa moTpeda B
EMITIPUYHO MEePEeBIPEHUX MIIX0/1aX 0 THTErpallii CUCTEM BIpPTyabHOI peaIbHOCTI B 1X
nisipHICTh. Lle mocniikeHHss Mae Ha MeETI MOAOJaTH PO3PUB MIK TEOPETUUYHUM
PO3YMIHHSM IOJO TOTEHI[ATy BIPTyalbHOI pEATbHOCTI Ta 1ii NPAKTUYHUM
BIIPOBA/DKCHHSAM,  3a0e3Meuylound  TPUKIAIHANA  1HCTpyMEHTapiii  BU3HAYCHHS
MOKJIMBOCTEM, MOB’A3aHUX 13 BIIPOBAIXKEHHIM IMEPCUBHUX TEXHOJIOTIH, ISl OCBITHIX
opraHi3ariim.

KirouoBuM BHECKOM 11i€1 poOOTH € po3poOka HOBOI 1H(OPMAIIIMHOT TEXHOJIOT,

ska crnupaeThes Ha icHyrouy koumemniito VR-BPMN (Virtual Reality- Business
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Process Model and Notation, yxp. Mmozenb Ta HOTalisl Oi3HEC-POIIECIB B BIpTyalIbHIM
peasibHOCT1). AmpoOariisi Takoro iHHoBamiiiHoro IT-pimenns nans Bisyamizamii Ta
aHaji3y Ol3HEecC-TPOIIeCiB JIEMOHCTPY€E 3HA4UHI MEpPEeBarv MOPIBHSAHO 3 TPaaUIlIHHUMHU
M1X0/IaMH, TPOIOHYIOUM OUIBII IHTYITUBHUN Ta 3aXOIUTIOIOUMN 3aci0 Bizyasmizaiii
1T pO3YMIHHS CKJIAHUX OpraHi3aliiHUX Ta HaBUaJIbHUX Oi3Hec-mpoleciB. JloBeneHa
eekTUBHICTh 11i€1 1H(GOPMAIIIHHOI TEXHOJOri, fKa JEMOHCTPYE 301IbIICHHS
IIBUKOCTI BHUKOHAHHS 3aBIaHbh 0Oe3 1AeHTHdIKAmii TOMIIOK y TOPIBHSHHI 3
1HCTpyMeHTaMu Ha 0a3i nepcoHanbHoro komm torepa (I1K) Ha 21%, mo migkpeciioe
il eeKTUBHICTD JUIsl TpaHcopMallii O13HEC-TIPOIIECIB Y BIPTyaIbHOMY CEPEIOBHIIIL.
VR-BPMN € 0CHOBHUM KOMIIOHEHTOM 3allpONOHOBAHOI 1H()OpMAIIAHOT TEXHOJIOTII,
AKUW JJa€ 3MOTry TPOJEMOHCTPYBaTH, $K BipTyalbHa pEATbHICTH MOXE OyTH
e(deKTUBHO IHTErpoBaHa B ICHYyroYl iH(dopmaliiiHi cucreMu GOpPMYBaHHS Ta
TpaHcdopmarlii 613Hec-TIPOLIECIB OCBITHBOI YCTaHOBH.

HocnigxeHHss po3BuBae cdepy B3aeMonli JIIOJAWHU 3 KOMII'IOTEPOM Y
BIpTyaJlbHOMY CEPEIOBHIIl 3aBISKH PO3POOJEHHIO BIOCKOHAJIICHOTO METOMY, SKUMU
IHTErpye MeTou OOpOOKH MPUPOTHOT MOBH Ta PO3Mi3HABAHHS KecTiB. Takuil miaxin
10 MyJbTUMOAQJIBHOI B3a€MOAIl IPOJAEMOHCTPYBaB 3MEHILEHHS OMMIIOK
iHTepnperauii komana Ha 35% nopiBHAHO 3 TpaauliiiHumMu iHTepdericamu, a 85%
KOPUCTYBa4iB BIJI3HAYMIIA IJABUIICHHS 1HTYITUBHOCTI MPU POOOTI y BIPTyaIbHOMY
CepeoBHIII. 3aTHICTh CUCTEMH JI0 aJallTABHOTO HABYAHHS JEMOHCTPYE T ABUIICHHS
TOYHOCTI pO3Mi3HaBaHHS KOMaHJ 3 TUIMHOM 4acy Ha 15%, 110 MiaKpecioe MOTeHIal
BUKOPUCTAHHS CUCTEM BIPTyalIbHOI peaIbHOCTI JIJIsl IEPCOHAI30BAHOTO JTOCBIY.

3HauYHMI TEOPETHMYHUU BHECOK ILi€i poOOTH MOJArae B po3poOJIEHHI MOJAEII
MPUIHATTS TEXHOJOTIH JIJIs JOJATKIB BIPTYyalIbHOI peasibHOCTi. BukopucTanus metomy
MOJIETIIOBaHHSI CTPYKTYpPHUMHU PIBHSHHSIMH 3a0e3leuye OCHOBY [UJIsl PO3YMIHHS
(dakTopiB, 110 BIUIMBAIOTh HA MPUUHATTS TEXHOJOTIi BIPTyaJlbHOI pPEAJbHOCTI B
OpraHizamifHuX yMoOBax. BUSBIEHHS CHPUWHATOTO 3aJOBOJICHHS SK KPUTHYHOTO

YUHHUKA KOPUCHOCTI Ta JIETKOCTI BUKOPUCTAaHHS Ja€ IiHHY 1HGOpMAIlII0 s
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PO3pOOHUKIB 1 KOPHUCTYBauiB CHUCTEM BIPTYaJbHOI PEaNbHOCTI, IIJIKPECITIOIYH
BKJIMBICTh CTBOPEHHS I[IKABOTO KOPHUCTYBAIIBKOTO JIOCBI Y.

Po3pobsieHo 1 mpeAcTaBiIeHO KOMIUIEKCHY CTPYKTYpY HJisi BIPOBAJKEHHS
cTpaTerii BIPTyalbHOI peallbHOCTI y Oi3HecC- Ta OCBITHBOMY KOHTEKCTaX.
CTpyKTypOBaHMN TIAXiJT OXOIUTIOE OI[IHIOBAHHS 3MICTy, pO3MOJIT PEecypciB,
TECTYyBaHHs, BIPOBA/PKEHHS Ta MOCTIHHY MEPEOLHKY H IEMOHCTPY€E 3HAUHI IepeBaru
B peaIbHUX YMOBaX.

KpiMm Toro, y pgocmimkeHHI HaOyJI0 TMOJAIBIIOTO PO3BUTKY TEXHOJIOTIS
BIpTyasibHIN peanbHOCTI B KOoHTekcTax B2B 1 B2C, BusiBisitound 3Ha4HiI MOTEHIIIHHI
nepeBaru B pI3HUX CeKTopax. Pe3ynbTaTH, 10 JAEMOHCTPYIOTh 30UIBIIEHHS PIBHS
3aITy4eHHsI KIIIEHTIB, KOe(ili€HTIB KOHBEPCli, €heKTUBHOCTI HABYAHHS MPAIIBHUKIB Ta
30epeKeHHs] 3HaHb, MIATBEP/KYIOTh TpaHCHOpPMAIIMHUM MOTEHIIal TEeXHOJIOT11
BIpTyalibHOI peanbHOCTI. OJHAK JOCIIIKEHHS TaKOX BHU3HAYAE KIFOUOB1 BUKJIMKU Ha
NUISXY 10 IIUPOKOTo BpoBakeHHsT VR, 30kpema y chepax KoOH(PIACHIIITHOCTI TaHUX
Ta anmapatHUX OOMEXKEHb, 1110 3abe3neuye 30a7laHCOBaHUM TMOIJISIT HAa TTOTOYHUM CTaH
BIPOBAHKEHHS IMEPCUBHUX TEXHOJIOTIH.

Pe3ynbpTaTi nucepramitHOTO JTOCTIKEHHS 31MCHIOIOTh 3HAYHUN BHECOK 5K Y
TEOpPETHUYHE PO3YMIHHS, TaK 1 B MPAaKTUYHE 3aCTOCYBaHHS TEXHOJOLIT BIPTYaJbHOI
peanbHOCTI B Oi3HEc-Tiporiecl OCBITHBOI cdepu. Po3poOieHi meronu, Mojaeni Ta
iH(popMaIiiiHa TEXHOJOT1sI TPOMOHYIOTh KOMIUIEKCHUI aHATITUYHUN Ta TPUKIaAHUMA
IHCTpYMEHTapid [JIsl OpraHizaiiii, sKI NparHyTb BUKOPHCTOBYBATH BIPTyaJbHY
peanbHICTh IS IMIJABUINCHHA e(QEKTMBHOCTI Ta BIPOBA/PKECHHS 1HHOBAIlIM B
OCBITHROMY  TIpocTOpi. Posrisgaroud  CKIAJHYy B3a€EMOJII0  TEXHOJOTTYHMX,
OpraHizamiifHuX 1 JIIOJCHKUX (DAKTOPIB MPH BIPOBAKEHHI TEXHOJIOTIT BipTyaabHOI
pPEaIbHOCTI, JaHe JTOCIIHKEHHSI CTBOPIOE MIIIHY OCHOBY JUIsl MailOyTHIX JOCSTHEHb y
ranysi [T, npokiagaroun NUIAX A0 CTBOPEHHS OUIbI €(DEeKTUBHUX, pPE3yJbTaTUBHUX 1
OpIEHTOBAHWX HA KOPUCTYBaya JOJATKIB BIPTYaJbHOI peaJbHOCTI B PI3HUX TajTy3sX.

00’°ckmom  Oocnidrycennss € TIPOUECH IHTErpauli CUCTEM BIPTYaJIbHOI

peaTbHOCTI B IIsUTHHICTD MIAMPUEMCTB 1 OpraHi3alliii, siki HaJlat0Th OCBITHIN KOHTEHT.
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Ilpeomemom Oocniorcenna € Mojeni, METoAu Ta iH(opMalliiiHa TEXHOJIOTIs
Ui pO3pOOJICHHSA, OIIHIOBAHHSA Ta BIPOBA/HKCHHS CHCTEM BIPTYyaJlbHOI PEalIbHOCTI
U1 hopMyBaHHsI Ta TpaHcdopmaiili 613Hec-TPoIeCciB B OCBITHHOMY MPOCTOPI.

Meroan nociigkeHHsi. Y JIOCHIDKEHHI BHKOPHUCTAHO KOMIUIEKC METOIIB,
cepel SKHX: METOAU MOJCNIOBAaHHS Ta aHali3y JJaHHUX, BKJIIOYAIOYA METOJ
MOJICJIIOBaHHSl CTPYKTYPHUMH PIBHSHHSAMHU JJII TIEPEBIPKA MOJETl MPUAHSTTS
TEXHOJOTI B paMKax 3alporoHOBaHOI 1H(POPMAIUNHOI TEXHOJIOTI(; METOAH
OporpaMHOi 1HXKeHepli i1 PO3pOoOKHM OCHOBHHMX KOMIIOHEHTIB i1H(pOpMaIiiHO1
TEXHOJIOT1i Ha OCHOBI BIPTyaJIbHOI PEabHOCTI, BKIIOYAIOYU 1HTEpQEHCH BIPTYaTbHOT
pPEAIbHOCTI Ta aJrOpuTMU OOpOOKH HaHMX; EKCIEpUMEHTAIIbHE MPOCKTYBAHHS Ta
JOCIIKEHHSI KOPUCTYBaYiB JJis OlliHIOBaHHA edekTuBHOCTI KoHuerniii VR-BPMN Ta
MOJIeJNII B3a€EMOJIIi JIIOAMHU Ta KOMIT'IOTEpA B paMKax po3po0sieHoi iHdopmalliitHoi
TexHoJyorii; CTaTUCTUYHUI aHal3 TOKa3HHMKIB MPOAYKTHUBHOCTI CHCTEMH JUIS
ontumizanii e€(EeKTUBHOCTI Ta IIBHJKOCTI pearyBaHHsA 1H(GOpPMAIIITHOI TEXHOJIOTI;
METOAM CHUCTEMHOIO aHaji3y Ta NPOEKTYBaHHS [JIsi CTBOPEHHS (PpelMBOpPKIB
peamizamii Ta 3abe3neyeHHs MacITa0OBAaHOCTI Ta aJaNTUBHOCTI 1H(QOPMAIIHHOT
TEXHOJIOT'1l; METOAM CUMYJISLIT Ta MOJEIIOBAaHHS JUIsl TECTYBAaHHS Ta JOOMNPALIOBAHHS
VR-xoMnoHEHTIB iHPOPMAILIIHOI TEXHOJOT1i B KOHTPOJIbOBAHUX CEPEAOBUILAX MEPE]
PO3TOPTaHHSM Y pealbHOMY CBITI.

Memorw oOocnioycenna € po3poOsieHHsT 1HGOPMAIIMHOI TEXHOJOTIT IS
€(EeKTUBHOTO BIPOBAJKEHHS CHUCTEM BIPTYaJbHOI peajbHOCTI B O13HEC-NPOLECH
OCBITHBOT TaITy3I.

JInst JOCSTHEHHS MOCTaBJICHOI METH HEOOX1THO PO3B’SI3aTU MAKI 3A60AHHA

1. 3MIMCHATH aHaJli3 MOKJIMBOCTEH BMPOBAHKEHHSI TEXHOJOTII BIpTyaabHOI
peaIbHOCTI B O13HEC-TIPOLIECH Ta OCBITHIM KOHTEKCT, BUSBUTU ICHYIOUl BUKIJIMKH Ta
O0OMEKEHHS B Cy4aCHUX IMEPCUBHUX TEXHOJIOT1SIX.

2. 3anponoHyBaTH MOJENb TNPUNUHATTS TEXHOJIOTIH JJIs 3aCTOCYBaHHS

CUCTEM BIPTYaJIbHOCTI PEAJIbHOCTI Ta il 10JaTKIB B OCBITHBOMY IIPOCTOPI.
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3. Po3pobut Monens B3aeMOAIl JIOJUHU 3 KOMIT'IOTEPOM JJisi CHCTEM
BIPTYaJbHOI PEaIbHOCTI.

4, Po3pobutu Metoau oriHioBaHHS e€(eKTUBHOCTI VR-cumMysiiit y 6i3Hec-
mporiecax Ta ONTHUMI3aIlil KOPUCTYBAIBKOTO JIOCBITY Y BIPTyaJbHOMY CEPEIOBHIII.

S. Po3pobutn  meton  iHTerpamii 0OpoOKM  MOpPUPOJHOI MOBH  Ta
posmi3zHaBaHHs kecTiB y VR-1HTepdeiicax g HaBYaIbHUX CUMYJIALIN Ta Bi3yauni3alii
CKJIaJHUX O13HEC-TIPOLIECIB.

6. Po3pobutn indopmariiitHy TexHOJIOTiI0 (pOopMyBaHHS Oi3HEC-TIPOIECIB HA
OCHOBI BIIPOBAPKEHHS CUCTEM BIPTyaIbHOI PEabHOCTI B OCBITHIM MPOCTIp.

1. Po3pobutu mporpamMHi MOAyJl Ta 3IMCHUTH ampoOarlito po3poOaeHol
iH(popMaIiitHOT TEXHOJIOT1I 3a JOIMOMOIOK TECTyBaHHS, TEMAaTUYHUX JIOCTIKEHb Ta
EMITIPUYHUX OI[IHOK y PI3HUX Oi3HEC- Ta OCBITHIX CEPEIOBUIIAX.

8. Po3pobutu cTparterito OLIHIOBAHHS €()EKTUBHOCTI Ta PO3BUTKY CHCTEM
BIpTyaJIbHOI peaibHOCTI y O13HEC- Ta OCBITHHOMY KOHTEKCTaX.

Ocnoena 2inome3a 00CAi0HCEHHA NOJIA2AE 8 MOMY, 1110 3aBJISKUA BUPIIICHHIO
MOCTABJICHUX 3aBJaHb PE3yJbTaTH JOCTIPKCHHS MAalOTh IMOJ0JIaTH PO3PUB MK
TEOPETUUYHUM PO3YMIHHSAM Ta MPAKTUYHUM BIPOBADKEHHAM CHCTEM BIPTYaJbHOI
peanbHOCTI B JISJIBHICTh OCBITHIX YCTaHOB, 3a0e3neuyroud 1HGopMalliitHo-
MPUKIAAHUN IHCTPYMEHTAPIM SISl BU3HAYEHHS BUKIIMKIB 1 MOMJIMBOCTEMH, TIOB’ sI3aHUX
13 BIPOBAKEHHSAM IMEPCUBHUX TEXHOJIOTIH.

HaykoBa HOBM3HA OTPMMaHHUX pe3yJIbTATIB:

Bnepue po3pobneno:

- MOJIETb B3a€EMOJII JIIOAUHU 3 KOMI'FOTEPOM IS CUCTEM BIpTyajbHOI
peaNIbHOCTI, SIKa, 32 PaXyHOK yHIKaJdbHOi KOMOiHallli BU3HAYEHUX KOMIIOHEHTIB, /1€
3MOTy 30UIBIIMTH MIBUAKICTh PEakKilii CUCTEMHU Ha Jii KOpPUCTyBada y BIPTyaJIbHOMY
cepenoBuii. Ha BigMiHYy BiJl 1CHYIOUMX, Taka MOJEIb YMOKJIMBIIIOE 3MEHILICHHS
MOMUWJIOK 1HTEpHpeTalii KOMaHJ| Ta MiJABHUINY€E TOYHICTH iX PO3MI3HABAHHS 3aBISIKU
aJanTUBHOMY HAaBYaHHIO, [0 BH3HA4Yae 1ii MOTEHUIaN [  (popMyBaHHA

KOPHUCTYBAIbKOT'O JIOCBIAY;

19



- METOJi OIIHIOBaHHS €(QEKTUBHOCTI 3acTocyBaHHA VR-cumynsamit y
Oi3Hec-TIpoliecax, SIKUHA Ja€ 3MOTY KUTbKICHO BHU3HAYHUTH TMOKAa3HUKUA €(EKTHBHOCTI
3aCTOCYBaHHS CHCTEM BIPTYyaJIbHOI pEaJbHOCTI: Yac BHUKOHAHHS 3aBJaHb, PIBHI
MOMMJIOK, 33JT0BOJICHOCTI Ta COPUMHSTTSI KOPUCTYBAa4eM BIpTyaJIbHOTO CEPEIOBHUIIA, 1
Ja€ 3MOTY BHUSIBUTH TOKA3HUKHM JUIsl ONTHMI3alli Oi3HEC-TpoIeciB Ta MPOIIECiB
OPUNHATTS PillICHb;

- METOJl ONTHUMI3alii KOPUCTYBallbKOIO JOCBITy Vy BIpTyaJlbHOMY
CEPENIOBHUII, KW 3a PaxXyHOK arperarii METOJiB aHAIITUKH JaHUX Ta MAIIHHHOTO
HAaBUaHHA TMPOMOHYE HOBUH MIAXiA 70 300py Ta aHai3y JaHUX NPO TOBEAIHKY
KOPHCTYBauiB y BIpTyaJIbHOMY CE€peJIOBUILI Ta 3a0e3neuye HakonmuueHHs: VR-1ocBiny;

- iH(pOopMaIliiiHy TEXHOJOTiI0 (OopMyBaHHSI O13HEC-TIPOIECIB B OCBITHHOMY
IPOCTOpl, KA 3a PaXyHOK pO3pOOJIEHUMX 1 BJIOCKOHAJEHUX MOJENEeNd Ta METO/IB,
3a0e3nedye MiABUIICHHS €(QEKTUBHOCTI BIPOBAKEHHS CHUCTEM  BIPTYaJIbHOI
peanbHOCTI B JIISUIbHICTDh OpTaHi3allii, ki Halal0Th OCBITHINA KOHTEHT.

Yoockonaneno:

- MOJIeNIb  TIPUUHSATTS TEXHOJOTIH, $Ka 3a PaxXyHOK BpaxyBaHHS
cnerupiuHux (HaKkTopiB JUIsl CUCTEM BIPTYaIbHOT PeasIbHOCTI 3a0e3mneuye aHa T THIHAN
0a3uc A NPOrHO3YBaHHS pE3yJIbTaTiB BIPOBAIKEHHS PO3pOOJICHOI 1H(OpMAIIHOT
TEXHOJIOT1i B OCBITHI YCTaHOBHU;

- METOJlT MOJICTIOBAHHSI CTPYKTypPHUMHU PIBHSHHSIMH [IJIsl OLIHIOBAHHS
COPUMHATTS BIPTyalbHOI PEabHOCTI MOTEHI[IMHUMHU KOPUCTyBayaMH, KU, Ha BiJ
BIIMIHY BiJl ICHYIOYOTr0, 32 PaXyHOK BHUKOPHCTAHHS MOJEJ1 PO3MIMPEHHUX (PaKTopiB
CIOPUMHATTS TEXHOJOTIi BIpTyaldbHOI pPEajbHOCTI, J1a€ 3MOTYy KIJIbKICHO BU3HAYUTH
Mipy B3a€MO3B'SI3KIB MK KJIIFOUOBUMH KOHCTPYKTAMHU B OpraHi3aIliiHuX YMOBaXx.

Ompumanu nooanvuiull po36Umox:

- MOJieNb (DAKTOPIB CHPUMHATTS TEXHOJIOTII BIPTYaJIbHOI PEaIbHOCTI, SIKa
BPaxOBY€ CKJIQJIHY CTPYKTYPY B3a€MO/IIi TEXHOJIOTIYHUX, OPTAHI3AIIHHUX 1 JIFOJICHKHUX
(dakTopiB, 10 BIUIMBAIOTh HA BUKOPHUCTAHHSA CHCTEM BIPTYaJIbHOI PEAlbHOCTI, Ta €

OCHOBOIO JIJISl YJIOCKOHAJIEHHSI METOJTy MOJICIIOBAHHS CTPYKTYPHUMHU PIBHSHHSAMU;
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- METOJ[ 1HTerpari oOpoOKH MPHUPOIHOT MOBH 1 PO3MI3HABAHHS JKECTIB Y
VR-inTepdeiicax, sKuil, 32 paXyHOK arperaiii 3a3Hauy€HUX KOMIIOHEHTIB, IiJBHIIY€E
IHTYITUBHICTD 1 €EKTHUBHICTh B3a€EMOJIIT KOPUCTYBAUiB y BIpTyaJbHOMY CEPEIOBHIII,
0 YMOXJIMBJIIOE MOr0 3aCcTOCYBaHHS IS OCBITHIX CHUMYJIAIIA Ta Bizyamizarlii
CKJIaJHUX O13HEC-TIPOLIECIB.

Y nmepmomy po3aiii 37iiicCHEHO BCeOIUHUU OS] IMEPCUBHUX TEXHOJIOTIH 1
CHUCTEM BIPTyaJbHOI PEabHOCTI, BUABJICHO MOXKJIMBOCTI iXHBOI iHTerparlii B Oi3Hec-
MpoIleCH W OCBITHI ycTaHOBU. [IpoaHanmi3oBaHO MOTOYHWUN CTaH BIPOBAIHKCHHS
BIPTyaJIbHOI PEaJIbHOCTI B PI3HOMaHITHI O13HEC-MPOIECH, CIHUPAIOYUCh HA OCTaHHI
rajgy3eBi mpaili Ta HayKOBY JiTepaTypy. 3AIMCHEHO KPUTHUYHHUI aHajl3 NOTCHI[IHHUX
nepeBar Ta BUKJIMKIB HASBHUX PE3YyJIbTATIB BIPOBAHKEHHS TEXHOJOTI BIpTyaJabHOI
peabHOCTI, BKIIIOYAIOYM YJAOCKOHAJEHY Bi3yai3allilo JaHUX, TPOCTOPOBE YSIBICHHS
Ta OLIBII 3aXOIUIMBHI HABYAJIBHUM JOCBIJ, a TAKOXK anapaTHI 0OMEeXeHHs Ta (paKkTopu
CIOPUMHATTS KOPHUCTYyBauaMHU IMEPCHUBHHMX TEXHOJOTIH. JleTallbHO JOCIHIIKEHO
TEOPETUYHI OCHOBH MOJEJECH MNPUUHATTS TEXHOJOTIM Ta iXHS 3aCTOCOBHICTH O
CUCTEM BIpTyalbHOI peaIbHOCTI. AHAJI3 HAYKOBUX Mpallb BUCHUX 3 TEOPIi MPUNHATTS
TEXHOJIOT1M HaJaB 3MOTY BUSIBUTH aKTYyaJbHICTh Ta PiBEHb 3aCTOCOBHOCTI 1CHYIOUHX
MoJiesiel, METO/IIB Ta 3acO001B iIMEPCUBHUX TexHoOJOrid. Busznaueno konuernmiro VR-
BPMN sk ocHOBy po3poOieHHs iH(opMalliiHoi TexHosorii gopmyBaHHsa Oi3HecC-
MPOIIECIB B OCBITHBOMY IIPOCTOpPI HA OCHOBI CHCTEM BIPTyaJbHOI PEAJbHOCTI.
BusiBneHi KIIOYOBI MPOTAIMHHU B ICHYIOUMX JIOCHIIKEHHAX IIOAO BIPOBAIHKEHHS
CUCTEM BIpTyaJbHOI peaIbHOCTI, 30KpeMa B po3pobiieHH1 iHTepdeiicy kopucTyBaya, B
iHTerpaiii oOpoOKu NMpUPOAHOI MOBHU 1 pO3Mi3HABaHHS *KeCTiB. OKpeciieHl CTpaTeriuHi
3aBAaHHS Ii€T poOOTH, K1 GOPMYIOTH TOCIIITHUIIBKI 1111 HACTYITHUX PO3JLITIB.

Y apyromy po3aijii mpencTaBlieHO 3HAYHI JOCSTHEHHS B PO3POOJICHHI HOBOI
iH(hopMaIIiHOT TEXHOJIOTIi JJig 1HTerpaunli BIPTyajJbHOI pEaJbHOCTI B OCBITHI
ycTaHoBU. KJIOYOBMM BHECKOM € BJIOCKOHAJICHHS MOJEINI MPUNHSATTS TEXHOJOTIH,
CHellajJbHO PpO3po0JEHOT ISl 3aCTOCYBaHHS CHUCTEM BIPTyaldbHOI pPEabHOCTI B

OCBITHBOMY TIpocTOpi. BiockoHaneHa Mozenb BpaxoBye crietudiyHi s BIpTyaabHOI
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peanbHOCTI (hakTopu. Po3pobiena monens Oyia peTeabHO MEepeBipeHa 3a JOMOMOTO0
METOJIy MOJICNIIOBaHHS CTPYKTYPHUMH PIBHSHHSIMH, SKHI 3a0e3medye OCHOBY IS
pPO3yMIHHS 1 TPOTHO3YBaHHS  BIPOBAPKCHHS  BIPTYallbHOI  pEabHOCTI B
opraHizalifHux ymMoBax. JloBeJeHa Y3roJDKEHICTh MOJIeNi 3 0araTbMma MOKa3HUKaMHU
JaHMX, 110 MiJIKPECTIOE i1 HaIHHICTh 1 3aCTOCOBHICTh Y P13HUX KOHTEKCTAaX.

Kpim Toro, y po3aim po3poOiieHO MOJielb B3a€EMOIT JIOJUHU 3 KOMII'IOTEpOM
IUIA CHCTEM BIPTYaJbHOI PEaibHOCTI, IKa 0a3y€eThCsl HA METO/A1 0OpOOKH MPUPOIHOT
MOBH Ta pO3Mi3HaBaHHS kecTiB. Mojenb BuzHauae B3aemo/ito [1K 3 kopuctyBauem i
Ja€ 3MOTy 3MEHIINTH MIBUAKICTh PEAKLii CUCTEMH Y BIpTyaJIbHOMY CEpPEIOBHUIII, 1110 €
CYTTEBUM BHECKOM IMOpPIBHSAHO 3 TpaauLiiHUMHU 1HTepdeiicamu. Taka Mopeinb
YMOKJIUBIIIOE 3MEHIICHHS TOMIIOK IHTEpIIpeTallii KOMaHJ, MIJBUILYE TOYHICTh
pO3Mi3HAaBaHHSA 3 4YacOM 3aBJSKH aJalTUBHOMY HAaBYaHHIO, 1 JEMOHCTpY€ CBiH
MOTeHI[1ad 1151 OPMYBAaHHS KOPUCTYBALBKOT'O IOCBIlY Y BIpTyallbHIi peaJbHOCTI.

VY po3auni TakoX NPENCTaBICHO Mojielb (aKTOpIB CHPUHHATTS TEXHOJOTI]
BIPTyaJIbHOI PEAIbHOCTI, sKa HalOyja MOAANBLUIOr0 PO3BHUTKY 3aBJSIKM BPaxXyBaHHIO
B3a€MO/IIi TEXHOJIOTTYHUX, OpraHi3aIlifHuX 1 JIOACHKUX (akTopiB 11 (HOpMyBaHHS
O13HeC-TIpoIIeCiB B OCBITHBOMY MPOCTOpi. Mojenb MPOMOHYE TOHKE PO3YMIHHS
CKJIQJIHAX 3MIHHHX, SIKi BITMBAIOTh HA COPUHHATTS Ta BUKOPUCTAHHS BIpTyaJdbHOI
peanbHOCTI, HaJlalouu IHHY 1H(QOpMAIlII0 SK IJIs JOCHITHUKIB, TaK 1 JJis MPAKTUKIB.
Buznayatoun Ta aHami3yrouu (akToOpH, Kl CIPUSAIOTH 3aIyYEHHIO, €(PEKTUBHOCTI Ta
3aJJ0BOJICHOCTI KOPUCTYBadiB, I MOJENb MOTIUOIIOE TEOPETHUYHE POIYMIHHS
B3aemoii moaunu 3 [IK y BipTyaibHOMY cepeloBHIIL.

Tpertiii po3ain npucBsIYEHO METOJaM OIIHIOBAaHHSA Ta ONTHMI3allll B pamKax
po3po0biaeHoi iH(OpMAIIHHOT TEXHOJIOTi, KMl BH3HAYAIOTh HAYKOBI pe3yJbTaTi s
OLIIHKM CIPUMHATTA Ta BHU3HAUYEHHS €(QEKTUBHOCTI 3aCTOCYBAHHSA BIPTyalbHOI
peaJbHOCTI B OCBITHHOMY TpOCTOpi. KIIFOUOBUM BHECKOM € BJIOCKOHAJIECHHS METOIY
MOJICITIOBAHHS CTPYKTYPHUMH PIBHSHHSIMH TSI OI[IHIOBAHHS CIPUIHSATTS BIpTyaabHOI
peaJbHOCTI TMOTEHI[IMHUMHM KOPUCTyBauaMM, IO 3a0e3nedye Oulbll HaaiMHuN 1

TOYHHMM MIAX1A J0 PO3YMiHHS (PaKTOpiB, IO BIUIMBAIOTH HA MPUUHATTSA BIPTYaJIbHOI
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peanbHOCTI B OpraHizamiiiHux ymoBax. Takuil yIOCKOHAJEHUN METOJ| Jla€ 3MOTY
EMIIIPUYHO TEPEBIPUTH B3a€MO3B'SI3KA MK KIIOYOBUMHU KOHCTPYKTAMHU, MPOTIOHYIOUU
I[IHHY 1H(QOpMAIIi0 PO AUHAMIKY IPUHHSATTS BIpTyaJIbHOI peaIbHOCTI.

Po3pobneno meton omiHku edekTuBHOCTI VR-cumymsnii y Oi3Hec-mipolecax,
KU Ja€ 3MOTY PO3pOOUTH IHCTPYMEHTAJIbHI 3aCO0M BHU3HAYAaHHS TaKWX MMOKa3HHUKIB,
K 4ac BUKOHAHHS 3aBJaHb, PIBEHb MOMUJIOK 1 3aJI0BOJICHICTh KOPUCTYBAYiB Ta J1a€
3MOTY TOpPIBHATH 1X 3 TpPaJuLiHHUMH MeToJaMHu. Pe3ynbTaTé MOPIBHSIHHS
JEMOHCTPYIOTh TIepeBard TMOTEHIaly BIPTyalbHOI pEasbHOCTI AJI MOKpAIICHHS
Bi3yaumizallli Ta po3yMiHHS CKJIQIHUX O13HEC-TPOIIECIB, a TAKOX JAa€ 3MOTY BHUSIBUTH
MOKa3HUKHU JUIsl MailOyTHBO1 ONITUMI3allii.

3anponoHOBaHO 1HHOBAIIMHUNA METO]I ONTUMI3AIlli KOPUCTYBALILKOTO JOCBIAY Y
BIPTyaJIbHOMY CEpE/IOBHINI, SKUH BHUPINIYE YHIKAIbHI TPOOJIEMH 1MEPCUBHUX
TEXHOJIOT1H, 30Cepe/KYIOUNCh Ha MIJIBUILEHHI PIBHIB 3aJy4€HOCTI Ta 3aJJ0BOJICHOCTI
KOPHUCTYBauiB. [HTerpyrouu mepenoBl METOAM aHATITUKMA Ta MAIIMHHOTO HAaBYAHHS,
METOJI BHKOPHUCTOBYE HOBHMM MiAXiJ 10 300py Ta aHAII3y JAaHUX NPO MOBEHAIHKY
KOPUCTYBadiB y BIPTyaJIbHOMY CEpPEIOBHII, NPOKIANA0UM MUIIAX 70 OUIbII
nepcoHanizoBaHoro ta epextuBHoro VR-nocsiny.

KpiMm Toro, B po3auini JeTajabHO PO3IIIANAETHCA METOJ IHTerpaiii oO0poOku
MPUPOHOI MOBH 1 PO3MI3HABAHHA KECTiB B 1HTep(deiicu VR, skuii cpsimoBaHuil Ha
MIJBUIICHHS €(PEKTUBHOCTI B3a€MO/IIi KOPUCTYBAYiB y BIPTYaJbHOMY CEpPEIOBHIIIL.
O3HaueHa iHTerpauis € 3HaYHUM KPOKOM JUISl PO3BUTKY METOJY y CTBOPEHHI OLIbII
MPUPOJTHOTO 1 OE3MepenIkoHOr0 KOPHUCTYBAIIbKOTO JOCBIAY 3 IOTEHIIHHUMU
3aCTOCYBAaHHSAMM SK JJII  TPOCTHX OCBITHIX CHUMYJISIIIIA Tak 1 ISl CKJIAJIHUX
Bi3yasizaliii 613Hec-IpoIIeCiB.

YerBepTHii po31iJl MPUCBIYECHO MPAKTUYHOMY BIPOBAKEHHIO Ta Balijarlii
po3po0ieHoi 1HPOpPMaLIHHOT TEXHOJOTIi, MPEeICTaBIAI0YM KOMIUIEKCHUN MIiAXIJ 10
BIPOBA/HKCHHS CUCTEM BIPTYyaJbHOI PeasibHOCTI B OCBITHIN MpoCTip. Bin mpencrasmsie
IHHOBAIlIHI 1THCTPYMEHTAJIbHI MOAYJl JUIisl BOpoBajkeHHs1 koHUenii VR-BPMN nHa

OCHOBI PO3pOOJIEHUX MOJIENE Ta METO/I1B, 3a0€3MeUy0Yl CUCTEMATUYHY OCHOBY IS
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e(DEeKTUBHOTO BHUKOPHUCTAHHS TEXHOJOTII BIpTyalbHOI peanpHOCTI. Il Momymi
OXOILTIOIOTH TTOBHUHM JKUTTEBHUHA ITUKII BIIPOBAKCHHS CUCTEM BIPTYalbHOI peagbHOCTI
— B1JI MOYATKOBOTO MIPOCKTYBAHHS 0 ONTHUMI3aIIii.

[TixTBEpIPKEHO BIPOBAKEHHS 3allpONOHOBAHO1 1H(OpMaIIiitHOT TEXHOJIOTII 3a
JIOTIOMOTO0 IITUPOKOTO TECTYyBaHHS, TEMAaTUYHHUX JOCTIIHKEHb T4 EMITIPUIHUX OI[IHOK
y pi3HHX Oi3HEC- Ta OCBITHIX cepenoBuInax. PesynapTaTd ampobarlii JeMOHCTPYIOTh
3HAYHE TIOKPAIICHHS MTOKA3HUKIB BUKOHAHHS 3aBaHb, B3aEMOII 3 KOPUCTYBa4aMH Ta
MPOTpaMHUX PE3yJIbTaTiB HaBYAHHS, a TaKOXX BU3HAYAIOTH cepu I MOMATBIIOTO
BJIOCKOHAJICHHS. HampukiHIl po3/ily y3arajabHIOIOTHCS OTPUMaHI pe3yJIbTaTH,
BHUCBITJIIOIOTHCSI ~ MPAKTUYHI ~ pe3yJbTaTH  JAOCHIIDKEHHS Ta  MNPONOHYIOTHCS
MEePCIEKTUBHI HAMPAMKHU MOJATBIIUX JTOCHIKEHb B Faly31 IMEPCUBHUX TEXHOJIOT1H.

VY po3ainl TakoXK MPEJCTaBICHO CTPATETiI0 OIIHIOBaHHS €(QEKTUBHOCTI Ta
PO3BUTKY CHCTEM BIPTYaJIbHOI PeajbHOCTI B Oi3HEC- Ta OCBITHHOMY KOHTEKCTax. Lls
CTpateris MPONOHY€E CTPYKTYPOBAHUU MIAX1J JO OLIHKK BIPOBAKEHHS BIpTyaabHOL
peaIbHOCTI, 3a0€3MeUy04l y3roPKEHICTh 3 LUISMHU OCBITHIX yYCTAaHOB Ha IOCTIWHE
BJIOCKOHAJICHHS. BoHa BKJIIOWa€ MeXaHI3MU 3BOPOTHOTO 3B'SI3KYy Ta aJanTHBHI
MPOIIECH HABYAHHS JIJIs1 OMTUMI3allii I0CBIy BUKOPUCTAHHS BIPTYaJIbHOI PEAIbHOCTI y
yaci.

[IpakTU4He 3HAYEHHS] OTPUMAHMUX Pe3yJbTATIB TOJIATA€ B TOMY, 1110 BOHH €
KOMILJIEKCHUM BHECKOM Y pO3pOOJIEHHSI Ta 3aCTOCYBaHHs MepeaoBoi 1H(OopMaiiHol
TEXHOJIOT1i JUIsl BIPOBAXKEHHSI CUCTEM BIPTYaJIbHOI PEaIbHOCTI B OCBITHIN MPOCTIp.
Po3pob6iena indopmaliiiHa TEXHOJOTISI HaJa€ OCBITHIM OpraHizallisM HaJiiHE Ta
HACKpi3HE pilleHHs i €(EKTUBHOTO BIPOBAIKCHHS Ta ONTUMI3Allll BUKOPUCTaAHHS
CUCTEM BIPTyaJIbHOI PEaIbHOCTI Y CBOiM MISITBHOCTI, TIOKpAIIyloun Oi3HEC-TPOIecH
MPUIHATTS PillleHb, METOIM HABYAHHS Ta 3arajibHy NMPOIYKTUBHICTh. 3alpOornOHOBaHa
CTpaTeris OLIHIOBAaHHSA €(PEKTUBHOCTI Ta PO3BUTKY CHCTEM BIPTYaJIbHOI PEabHOCTI
0a3yeThCsl HA IITICHOMY TMIAXOJ1 JO0 BIOCKOHAJICHHS BIPOBAHKCHHS BIPTyaabHOI

peaIbHOCTI B INIOBOMY Ta OCBITHHOMY KOHTEKCTaX.
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Po3po6ieni mnporpamMHi MOAYJl HaAalOThb  KOPUCTyBayaM  MPUKJIATHUN
THCTpyMEHTapii A7l HAOYHOTO PO3YMIHHS Ta YSBJICHHS CKIIQIHUX O13HEC-TIPOIECIB,
0 MiABUILYE ONepariiHy e(QeKTHUBHICTh MiSJILHOCTI OCBITHIX OpraHizamii 3a
JIOTIOMOTOI0  IHTEPAKTUBHUX Bi3yamizaiid 3 edexkroMm 3aHypeHHS. [IpakTtuune
3HAYEHHS I[bOTO IHCTPYMEHTY € BXKIMBHUM JIJISl PI3HUX Tairy3eil — Bl BUPOOHHIITBA JI0
(dhiHaHCIB, JIe ONTUMI3aIlis O13HEC-TIPOIIECIB Ma€ BUPIIAIbHE 3HAUCHHS JIJIs MATPUMKU
KOHKYPEHTOCIIPOMOKHOCTI.

BucHoBok. /[ BHUKOpUCTaHHS B OCBITHBOMY MPOCTOPl 3ampONOHOBAHO
iHpopMarliiiny TEXHOJOTII0 Ta HaJlaHl IIHHI peKoMeHaIlli IM0J0 YJIOCKOHAJICHHS
HABYAJBHOT'O MPOIIECY HA OCHOBI BIIPOBAXKEHHS CUCTEM BIPTYaJIbHOI PEAIbHOCTI, 11O
Mae TMOTeHIlan i TpaHchopmarllii meJaroriyHuX MiIX0iB J0 BHUKJIAJaHHS PI3HUX
JUCIUIUTIH. EMIIipuyHO miaTBEpKeH1 MOAYJIl OLIHIOBAHHS B pamMKax iHGopMarliitHoi
TEXHOJIOT1i TPOIMOHYIOTh OCBITSIHAM HAJIiiiHI IHCTPYMEHTaJIbHI 3acCOOM JIS OILIIHKH
BIUTMBY BIPTYyaJdbHOI PEAJIbHOCTI HA Pe3yJIbTaTU HaBYAHHS, MOJICTIIYIOYH TPUHHSATTS
pilleHb 1I0JI0 JOLIJIBHOCTI 1HBECTULINM y BIPTyalbHY pEajJbHICTh B OCBITHIX
YCTaHOBaX.

KpiMm Toro, mojens NPUHAHATTA TEXHOJOTIM, IHTErPOBaHA B PO3POOJICHY
iHopMaliiHy  TEXHOJIOTiI0, CJIYTry€e NPAKTUYHUM  IHCTPYMEHTOM  OCBITHIM
OopraHizaiisiM JJisi TPOTHO3YyBaHHS Ta YJOCKOHAJICHHSI CIPUHHATTS KOPUCTYBadaMH
TEXHOJIOT1i  BIPTyaJibHOI peanbHOcTi. Ll TOporHocTMYHa MOXJIMBICTD — MOXKE
CIIpPSIMOBYBaTH pO3pOOKYy OUIbII OpIEHTOBAaHUX Ha KopucTyBaua VR-momartkis,
MOTEHITIHO MABUIIYIOYH PIBEHb YCHIITHOCTI BIPOBAKEHHS BIPTYaIbHOI pealbHOCTI
B pI3HUX OpraHizamiiHuX KoHTekcTax. KoMIiekcHH XapakTtep po3poOieHoi
iH(OopMAaIIHHOT TEXHOJOTIl J0JIa€ PO3PUB MK TEOPETHUHUMH JTOCIHIKEHHSIMH
TEXHOJIOT1i BIPTYaJlbHOI PEAIbHOCTI Ta ii peadbHUM 3acToCyBaHHSM. BoHa mpomonye
OCBITHIM  OpraHizaiisiM MNpPUKIATHUN  IHCTPYMEHTapid Uil IUIAHyBaHHS,

CKJIaJIA€ThCSl 3 MPOTPAMHHUX MOMAYJIB ISl PO3pOOKH KOPHUCTYBAILKOTO 1HTEpdericy,
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00poOKM MaHWX, aHaANI3y MPOAYKTHUBHOCTI Ta anantamii IT B peanpbHOMYy daci Ha
OCHOBI TIOBE/IIHKM KOPUCTYBAYiB 1 MOJIeJIe HaBUaHHSI.

[IponoHytoun CTPYKTYpOBaHUI Ta TEXHOJIOTIYHHUW MIAX1A 0 BIPOBAJKEHHS
CHUCTEM BIPTyaJIbHOI peaIbHOCTI, 1€ JOCJIIPKEHHS HAaJacTh 3MOT'Y OCBITHIM YCTaHOBaM
Outbll  e(pEeKTHBHO  BUKOPHCTOBYBAaTH MOTEHIIa]l  IMEPCHBHHUX  TEXHOJOTIH,
CTUMYIJIIOIOYH iX J0 1HHOBAIlil, Ta HAJAACTh iIM KOHKYPEHTHI MepeBaru y uudpoBomy
6i3ec  mapamadTi.  3AiiicCHEHe  NpakTHYHE  BOPOBAPKEHHA  PO3pOOIEHOT
iHbopMaIlIiHOT TEXHOJOTIi MIAKPEecHoe 1i Ba)XJIMBICTh Ui PO3BUTKY cdepu
3aCTOCYBaHHSA BIpTyaJIbHOI pEajbHOCTI B OCBITHIX OpraHi3allisx.

Kuro4oBi cioBa: BipTyajdbHa peajibHICTh, JIIOJMHO-KOMIT IOTEPHA B3a€EMO/IIS,
MOJIeTIOBaHHs 013HEC-TIPOIECIB, OCBITHI TEXHOJIOT1i, MOJIEIb MPUUHSITTS TEXHOJOTIH,
VR-BPMN, ontumizaliisi KOpUCTYBAIbKOTO JOCBIAY, 0OpoOKa MpPUPOJHOI MOBH,
pO3MI3HaBaHHS ECTIB, IMEPCUBHI TEXHOJIOTi, OIIHKAa €(QEKTUBHOCTI, CTpPATET1yH1

pamku, aHamituka VR.

CIMCOK NMYBJIKALI 3105YBAYA 3A TEMOIO JMCEPTALIIT TA
BIZIOMOCTI ITPO AITPOBAIIIO PE3YJILTATIB INCEPTAIIII
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INTRODUCTION

In the contemporary world, where technological innovations are rapidly
reshaping the landscape of business and education, virtual reality (VR) emerges as a
powerful transformative tool. However, despite VR’s significant potential, its
integration into organizational processes and educational practices remains a
challenging task. Enterprises and educational institutions face numerous obstacles,
ranging from technical limitations and high implementation costs to user acceptance
issues and the absence of clear implementation strategies. These challenges create a
gap between the theoretical possibilities of VR and its practical applications, stifling
innovation and limiting the potential benefits of this technology.

The central problem lies in the lack of a comprehensive approach to integrating
VR into business processes and educational environments. Existing models and
methods often fail to consider the unique characteristics of VR technologies, leading
to inefficient implementation and low user adoption. Additionally, the scarcity of
empirical research on VR’s effectiveness in various contexts creates uncertainty for
decision-makers regarding investment in this technology.

This dissertation aims to address these issues by developing a comprehensive
framework for the effective integration of VR into organizational processes. Our
approach is based on three key aspects: expanding theoretical models, developing
innovative tools, and empirical validation.

Firstly, we expand the Technology Acceptance Model (TAM) by adapting it to
the specificities of VR. This expansion includes new constructs such as the sense of
presence and immersion level, which are critical for understanding user acceptance of
VR. By applying structural equation modeling (SEM), we validate this extended
model, providing a reliable basis for predicting and facilitating VR adoption in
organizations.

Secondly, we develop VR-BPMN (Virtual Reality Business Process Model and

Notation), an innovative system for visualizing and interacting with business processes
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in a virtual environment. This tool represents a significant advancement in business
process modeling, offering a more intuitive and efficient understanding of complex
organizational systems. Through a rigorous comparative study, we assess the
effectiveness of VR-BPMN against traditional modeling tools, providing empirical
evidence of its advantages and identifying areas for future optimization.

Thirdly, we integrate advanced human-computer interaction (HCI) models into
VR systems, focusing on natural language processing and gesture recognition
technologies. By developing and testing innovative algorithms for multimodal
interaction in VR environments, we aim to create more intuitive and effective user
interfaces, thereby enhancing the overall VR experience in business and educational
contexts.

The dissertation work was carried out at the Faculty of Information
Technologies of Kyiv National University of Construction and Architecture following
the plan of research works of Kyiv National University of Construction and
Architecture, in particular the topic “Study of the possibilities of using virtual reality
technologies (VR-technologies) in the educational space”, No. 0123U104646.

The object of the study is the processes of integrating virtual reality systems
into the activities of enterprises and organizations that provide educational content.

The subject of the research is models, methods, and information technology
for developing, evaluating, and implementing virtual reality systems for forming and
transforming business processes in educational space.

Research methods. The study employs a complex of methods, including:
modeling and data analysis methods, including structural equation modeling to verify
the technology acceptance model within the proposed information technology;
software engineering methods for developing core components of virtual reality-based
information technology, including virtual reality interfaces and data processing
algorithms; experimental design and user research to evaluate the effectiveness of the
VR-BPMN concept and human-computer interaction model within the developed

information technology; statistical analysis of system performance indicators to
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optimize the efficiency and responsiveness of information technology; systems

analysis and design methods for creating implementation frameworks and ensuring

scalability and adaptability of information technology; simulation and modeling

methods for testing and refining VR components of information technology in

controlled environments before real-world deployment.

The aim of the study is to develop information technology for effective

implementation of virtual reality systems in educational sector business processes.

To achieve this aim, the following tasks must be solved:

1.

Analyze the possibilities of implementing virtual reality technology in
business processes and educational context, identify existing challenges and
limitations in modern immersive technologies.

Propose a technology acceptance model for applying virtual reality systems
and their applications in educational space.

Develop a human-computer interaction model for virtual reality systems.
Develop methods for evaluating the effectiveness of VR simulations in
business processes and optimizing user experience in virtual environments.
Develop a method for integrating natural language processing and gesture
recognition in VR interfaces for educational simulations and visualization of
complex business processes.

Develop information technology for business process formation based on
implementing virtual reality systems in educational space.

Develop software modules and conduct testing of the developed information
technology through testing, case studies, and empirical evaluations in various
business and educational environments.

Develop a strategy for evaluating the effectiveness and development of

virtual reality systems in business and educational contexts.

The main study hypothesis is that by solving the set tasks, the research results

should bridge the gap between theoretical understanding and practical implementation

of virtual reality systems in educational institutions' activities, providing information
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and applied tools for identifying challenges and opportunities associated with

Immersive technology implementation.

The scientific novelty of the obtained results:

Developed for the first time:

a human-computer interaction model for virtual reality systems which,
through a unique combination of defined components, enables increased
system response speed to user actions in the virtual environment. Unlike
existing models, it enables reduced command interpretation errors and
improves recognition accuracy through adaptive learning, determining its
potential for shaping user experience;

a method for evaluating the effectiveness of VR simulations in business
processes, which enables quantitative determination of virtual reality
systems' effectiveness indicators: task completion time, error levels, user
satisfaction and perception of the virtual environment, and enables
identification of indicators for optimizing business processes and decision-
making processes;

a method for optimizing user experience in virtual environments, which
through aggregation of data analytics and machine learning methods offers a
new approach to collecting and analyzing user behavior data in virtual
environments and ensures VR experience accumulation;

information technology for business process formation in educational space,
which through developed and improved models and methods, ensures
increased effectiveness of virtual reality systems implementation in

organizations providing educational content.

Improved:

technology acceptance model, which by considering specific factors for
virtual reality systems provides an analytical basis for predicting the results
of implementing the developed information technology in educational

institutions;
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- structural equation modeling method for evaluating virtual reality perception
by potential users, which, unlike existing ones, through using an extended
factors model of virtual reality technology perception, enables quantitative
determination of relationships between key constructs in organizational
conditions.

Further developed:

- virtual reality technology perception factors model, which considers the
complex structure of interaction between technological, organizational, and
human factors affecting virtual reality systems use, and serves as a basis for
improving the structural equation modeling method;

- method of integrating natural language processing and gesture recognition in
VR interfaces, which, through aggregation of these components, increases
intuitiveness and efficiency of user interaction in virtual environments,
enabling its application for educational simulations and complex business
process visualization.

The first chapter provides a comprehensive review of immersive technologies
and virtual reality systems, identifying opportunities for their integration into business
processes and educational institutions. The current state of virtual reality
implementation in various business processes is analyzed, drawing on recent industry
works and scientific literature. A critical analysis of potential benefits and challenges
of existing virtual reality technology implementation results is conducted, including
enhanced data visualization, spatial representation, and more engaging learning
experiences, as well as hardware limitations and user perception factors of immersive
technologies. The theoretical foundations of technology acceptance models and their
applicability to virtual reality systems are thoroughly examined. Analysis of scientific
works on technology acceptance theory enabled identifying the relevance and
applicability level of existing models, methods, and tools of immersive technologies.
The VR-BPMN concept is defined as the foundation for developing information

technology for business process formation in educational space based on virtual reality
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systems. Key gaps in existing research on virtual reality systems implementation are
identified, particularly in user interface development and integration of natural
language processing and gesture recognition. Strategic objectives of this work are
outlined, forming the research goals for subsequent chapters.

The second chapter presents significant achievements in developing new
information technology for integrating virtual reality into educational institutions. A
key contribution is the improvement of the technology acceptance model, specifically
designed for applying virtual reality systems in educational space. The improved
model considers virtual reality-specific factors. The developed model was thoroughly
tested using the structural equation modeling method, which provides a foundation for
understanding and predicting virtual reality implementation in organizational
conditions. The model's consistency with numerous data indicators is proven,
highlighting its reliability and applicability in various contexts.

Additionally, the chapter develops a human-computer interaction model for
virtual reality systems based on natural language processing and gesture recognition
methods. The model defines PC-user interaction and enables reduced system response
time in virtual environments, representing a significant contribution compared to
traditional interfaces. This model enables reduced command interpretation errors,
improves recognition accuracy over time through adaptive learning, and demonstrates
its potential for shaping user experience in virtual reality.

The chapter also presents a virtual reality technology perception factors model,
which has been further developed by considering the interaction of technological,
organizational, and human factors for business process formation in educational space.
The model offers nuanced understanding of complex variables affecting virtual reality
perception and use, providing valuable information for both researchers and
practitioners. By identifying and analyzing factors that contribute to user engagement,
efficiency, and satisfaction, this model deepens theoretical understanding of human-

computer interaction in virtual environments.

36



The third chapter focuses on evaluation and optimization methods within the
developed information technology, which determine scientific results for assessing
perception and effectiveness of virtual reality application in educational space. A key
contribution is the improvement of structural equation modeling method for evaluating
virtual reality perception by potential users, providing a more reliable and accurate
approach to understanding factors affecting virtual reality adoption in organizational
conditions. This enhanced method enables empirical verification of relationships
between key constructs, offering valuable information about virtual reality adoption
dynamics.

A method for evaluating VR simulation effectiveness in business processes has
been developed, enabling the development of tools for determining indicators such as
task completion time, error rates, and user satisfaction, and allowing comparison with
traditional methods. Comparison results demonstrate the advantages of virtual reality's
potential for improving visualization and understanding of complex business
processes, while also identifying indicators for future optimization.

An innovative method for optimizing user experience in virtual environments is
proposed, addressing unique challenges of immersive technologies while focusing on
Increasing user engagement and satisfaction levels. Integrating advanced analytics and
machine learning methods, this approach employs a new methodology for collecting
and analyzing user behavior data in virtual environments, paving the way for more
personalized and effective VR experiences.

Furthermore, the chapter details a method for integrating natural language
processing and gesture recognition in VR interfaces, aimed at enhancing user
interaction efficiency in virtual environments. This integration represents a significant
step in method development for creating more natural and seamless user experiences,
with potential applications ranging from simple educational simulations to complex
business process visualizations.

The fourth chapter is dedicated to practical implementation and validation of the

developed information technology, presenting a comprehensive approach to
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implementing virtual reality systems in educational space. It presents innovative
instrumental modules for implementing the VR-BPMN concept based on developed
models and methods, providing a systematic foundation for effective virtual reality
technology utilization. These modules cover the complete lifecycle of virtual reality
systems implementation — from initial design to optimization.

The implementation of the proposed information technology is validated
through extensive testing, case studies, and empirical evaluations in various business
and educational environments. Testing results demonstrate significant improvements
in task performance indicators, user interaction, and learning outcomes, while also
identifying areas for further improvement. The chapter concludes by summarizing the
obtained results, highlighting practical research outcomes, and suggesting promising
directions for future research in immersive technologies.

The chapter also presents a strategy for evaluating the effectiveness and
development of virtual reality systems in business and educational contexts. This
strategy offers a structured approach to evaluating virtual reality implementation,
ensuring alignment with educational institutions' goals for continuous improvement. It
includes feedback mechanisms and adaptive learning processes for optimizing virtual
reality experience utilization over time.

The practical significance of the obtained results lies in their comprehensive
contribution to the development and application of advanced information technology
for implementing virtual reality systems in educational space. The developed
information technology provides educational organizations with a reliable and end-to-
end solution for effective implementation and optimization of virtual reality systems in
their activities, improving decision-making business processes, teaching methods, and
overall productivity. The proposed strategy for evaluating the effectiveness and
development of virtual reality systems is based on a holistic approach to improving
virtual reality implementation in business and educational contexts.

The developed software modules provide users with applied tools for visual

understanding and representation of complex business processes, enhancing
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operational efficiency of educational organizations through immersive interactive
visualizations. The practical significance of this tool is important for various industries
— from manufacturing to finance, where business process optimization is crucial for
maintaining competitiveness.

For wuse in educational space, information technology and valuable
recommendations for improving the learning process based on virtual reality systems
Implementation have been proposed, offering potential for transforming pedagogical
approaches to teaching various disciplines. Empirically validated evaluation modules
within the information technology offer educators reliable tools for assessing virtual
reality's impact on learning outcomes, facilitating decision-making regarding virtual
reality investment feasibility in educational institutions.

Furthermore, the technology acceptance model integrated into the developed
information technology serves as a practical tool for educational organizations to
predict and improve user perception of virtual reality technology. This predictive
capability can guide the development of more user-centered VR applications,
potentially increasing the success rate of virtual reality implementation in various
organizational contexts. The comprehensive nature of the developed information
technology bridges the gap between theoretical research on virtual reality technology
and its practical application. It offers educational organizations applied tools for
planning, implementing, and optimizing their virtual reality initiatives, comprising
software modules for user interface development, data processing, performance
analysis, and real-time IT adaptation based on user behavior and learning models.

By offering a structured and technological approach to virtual reality systems
implementation, this research will enable educational institutions to more effectively
utilize immersive technologies' potential, stimulating innovation and providing
competitive advantages in the digital business landscape. The practical
implementation of the developed information technology emphasizes its importance

for developing virtual reality applications in educational organizations.
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The information technology presented in this research offers a comprehensive
solution for organizations to plan, implement, and continuously optimize their VR
Initiatives. This practical toolkit bridges the gap between theoretical research and real-
world application, providing actionable strategies for leveraging VR to drive
innovation and competitive advantage. The author published the work’s primary
results in the following publications [1-11].

Personal contribution of the acquirer. The author personally obtained the
main provisions and results of the dissertation work. The research findings were
disseminated through several publications in reputable journals and conference
proceedings.

The work [1] proposes a method for harmonizing decisions in the development
of higher education institutions, contributing to the broader context of educational
management in which VR technologies can be applied.

The work [2] evaluates the effectiveness of VR simulations in business process
formation, providing crucial insights into the practical applications of VR technology
in organizational settings. This study lays the foundation for understanding how VR
can enhance business process modeling and decision-making.

In article [3] investigates human-computer interaction in virtual reality
environments, focusing on educational and business purposes. This work contributes
to the understanding of user experience and interface design in VR applications, which
Is essential for effective implementation in various sectors.

The collaborative work [4] integrates advanced human-computer interaction and
machine learning models to optimize VR systems for educational and business
applications. This research represents a significant step forward in enhancing the
capabilities and usability of VR systems through innovative technological integration.

The collaborative work [5], published in a Scopus-indexed proceeding,
investigates the research of housing comfort using linguistic variables, demonstrating

the application of Al and data analysis techniques in urban planning.
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Work [6], also published in a Scopus-indexed proceeding, explores the working
principle of artificial intelligence in video games, providing insights into the
application of Al in interactive digital environments.

The collaborative work [7], published in a Scopus-indexed proceeding, extends
the Technology Acceptance Model through project management perspectives to
strategize VR integration in business and education. This research offers a
comprehensive framework for understanding and implementing VR technologies in
organizational contexts.

The conference paper [8] explores the development of an audio-visual assistant
for learning foreign languages using machine learning technology, demonstrating the
application of Al in educational contexts.

Work [9] discusses the use of REST API for creating and receiving information,
contributing to the technical foundation necessary for developing VR applications.

The collaborative work [10] presents the development of an automatic “clever
refrigerator" technology using Al for product control, showcasing the application of
Al in everyday technologies.

Finally, the conference paper [11] discusses the enhancement of learning
through immersive Virtual Reality technologies in education. This work provides
valuable insights into the potential of VR to transform educational practices and
improve learning outcomes.

Approval of the results of the dissertation. The main results of the work were
reported, discussed, and received positive evaluations at international conferences
including the international scientific-practical conference “Management of the
development of technologies” in Kyiv (2021-2023), the International Scientific-
Practical Conference of young scientists “Build-Master-Class-2023” in Kyiv (2023)
and the International Workshop on IT Project Management (2024). The research
findings have been published in respected journals such as “Management of
Development of Complex Systems” and the “Bulletin of the National Technical

University «KhPI» A series of Information and Modeling”, both of which are category
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“B” publications in Ukraine. Additionally, the work has received international
recognition through publications in a Scopus-indexed conference proceeding,
demonstrating the global relevance and impact of this research in the field of VR
technology integration in business and education.

Publications. Based on the dissertation materials, 11 scientific works have been
published, including: 4 scientific articles in specialized publications of Ukraine, 4
article in a publication that is not included in the list of the Ministry of Education and
Science, 3 materials of international conference proceedings indexed in the Scopus
database. The main results of the work were obtained by the author personally. Some
of the scientific works published in co-authorship, the dissertation research describes
those provisions resulting from the author’s work.

Structure and scope of work. The dissertation consists of an introduction, four
chapters, chapter conclusions, main conclusions, a list of references and appendices.
The total volume of the dissertation is 218 pages, including 29 figures, 9 tables, a

bibliography of 114 titles and 2 appendixes.

42



CHAPTER 1. THE CHALLENGE OF INTEGRATING VIRTUAL REALITY
IN BUSINESS PROCESSES AND EDUCATION

1.1. Challenges and Opportunities in Integrating VR in Business Processes and

Education

The integration of Virtual Reality into business processes and educational
practices represents a significant leap forward in technological innovation. This
transformative technology offers immersive and interactive experiences that have the
potential to revolutionize traditional approaches across various sectors.

J. Steuer’s seminal work on telepresence in virtual environments laid crucial
groundwork for understanding how VR can create a sense of presence and immersion
[12]. His research established fundamental concepts that continue to inform VR
development today, particularly in creating engaging educational and business
simulations. Steuer’s emphasis on the importance of vividness and interactivity in
virtual environments provides a theoretical foundation for many current VR
applications, influencing how developers approach the creation of immersive
experiences.

The concept of presence in virtual environments has been further developed by
researchers like M. Slater, who introduced the idea of “place illusion” and
“plausibility illusion” [13]. Place illusion refers to the sensation of being in a real
place, while plausibility illusion is the belief that the scenario being depicted is
actually occurring. These concepts have significant implications for the design of
effective VR experiences in both educational and business contexts, as they directly
impact user engagement and the perceived authenticity of virtual interactions.

Building upon this foundation, several researchers have explored the practical
applications of VR in business and education. In the realm of business process
modeling, VR has emerged as a powerful tool for visualizing and interacting with

abstract concepts. M. Gall and S. Rinderle-Ma’s work on 3D process representations

43



demonstrates how VR can make complex business processes more tangible and
comprehensible. Their research shows that three-dimensional visualizations in VR
environments can significantly improve users’ understanding of process flows and
interdependencies, potentially leading to more informed decision-making and process
optimization [2; 14]. This perspective is further supported by Benford et al.’s
exploration of collaborative virtual environments, which emphasizes the potential of
VR to facilitate shared understanding and collective decision-making in complex
organizational contexts [15].

Complementing these findings, B. St-Aubin et al. conducted a comprehensive
survey of visualization capabilities in simulation environments, underscoring the
broader potential of VR in enhancing data representation across various domains.
Their work highlights how VR can be leveraged to create more engaging and
informative visual analytics, allowing users to explore data in ways that were
previously impossible. This research is particularly relevant for businesses dealing
with large, complex datasets, as VR visualizations can reveal patterns and insights that
might be missed in traditional data analysis methods [16].

In educational contexts, VR has shown promise in creating immersive learning
experiences that enhance student engagement and knowledge retention. S. Shen's
study on the application of VR in higher education mechanical manufacturing
programs provides compelling evidence of VR’s effectiveness. The research
demonstrates high task completion rates and user satisfaction among students,
indicating that VR-based learning environments can successfully simulate real-world
scenarios and provide hands-on experience in a safe, controlled setting [17].

A particularly innovative application of VR in education is explored in the work
of C. Ma et al., who developed a simulation model for sports entrepreneurship
performance using VR integrated with wireless sensor networks. This approach
showcases the technology’s potential in creating dynamic, responsive training
environments. By combining VR with real-time data from sensor networks, Ma et al.

have demonstrated how immersive technologies can provide personalized feedback
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and adaptive learning experiences [18]. This concept is further enhanced by the
research of Freina and Ott, who conducted a comprehensive literature review on the
educational uses of Virtual Reality, highlighting its potential for experiential learning
and skill development in various fields [19]. Additionally, Mikropoulos and Natsis’s
work on educational virtual environments provides valuable insights into the design
principles and pedagogical foundations necessary for effective VR-based learning
experiences [20].

The potential of VR to transform business operations extends beyond process
modeling and into areas such as product design and manufacturing. L.P. Berg and J.M.
Vance’s survey of VR applications across various industries demonstrates the
technology’s versatility and potential impact on diverse business operations [21].
Their research highlights how VR is being used to prototype products, optimize
manufacturing processes, and enhance collaboration among geographically dispersed
teams.

The integration of VR with digital twin technology is opening new avenues for
product lifecycle management. Research by Tao et al. explores how VR-enabled
digital twins can enhance product development processes, from initial design to
maintenance and end-of-life considerations [22]. This approach allows for more
comprehensive testing and optimization of products in virtual environments before
physical prototyping, potentially reducing costs and time-to-market for new products.
The authors propose a comprehensive framework for digital twin-driven product
design, development, and management that leverages VR technology to create more
immersive and interactive digital representations of physical products. This integration
of VR and digital twins not only enhances visualization and simulation capabilities but
also facilitates more effective collaboration among design teams and stakeholders
throughout the product lifecycle.

Addressing the accessibility challenges of VR, researchers have been exploring
ways to make VR experiences more inclusive for users with disabilities. The work of

Mott et al. focuses on developing adaptive VR interfaces that can accommodate
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various physical and cognitive impairments, ensuring that the benefits of VR
technology can be extended to a broader range of users in both educational and
business settings [23]. Their research introduces novel interaction techniques and
interface adaptations specifically designed for users with motor impairments,
demonstrating how VR can be made more accessible through thoughtful design and
innovative input methods. This work not only highlights the importance of inclusive
design in VR but also provides practical solutions for enhancing accessibility,
potentially opening up new opportunities for individuals with disabilities to engage
with immersive technologies in educational, professional, and recreational contexts.

Addressing the challenges of implementing VR in business and educational
settings, A. Laghari et al. conducted a systematic analysis of VR and augmented
reality (AR) technologies. Their work emphasizes both the potential benefits and the
obstacles to widespread adoption, including issues of accessibility, user adaptation,
and the need for specialized hardware and software development [24]. This research
underscores the importance of continued innovation to address technical limitations
and improve user experience.

The integration of VR with other emerging technologies, such as artificial
intelligence and natural language processing, opens up new possibilities for enhancing
human-computer interaction within virtual environments. N. Christoff et al’s
systematic review of 3D talking head applications in telecommunication systems
underscores the potential for more natural and intuitive interfaces in VR [25]. Their
research points towards future VR systems that could offer more lifelike and
responsive interactions, further blurring the line between virtual and physical realities.

In the context of business process management, VR technology has shown
promising applications in enhancing collaborative decision-making and strategic
planning. The work of M.V. Rosing et al. on Business Process Model and Notation
provides a framework for understanding how VR can be applied to visualize and
interact with complex business processes [26]. By translating traditional BPMN

models into immersive 3D environments, organizations can potentially improve
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process understanding, identify inefficiencies, and facilitate more effective
communication among stakeholders.

The educational potential of VR extends beyond technical training to encompass
a wide range of disciplines. Z. Chen and J. Zhong’s research on VR marketing
highlights how the technology can be used to create immersive brand experiences and
enhance customer engagement [27]. This work demonstrates VR’s potential to bridge
the gap between theoretical marketing concepts and practical application, providing
students with realistic simulations of marketing scenarios. Such applications can
significantly enhance the learning experience by allowing students to experiment with
different strategies in a risk-free environment.

Addressing the critical aspect of user experience in VR environments, Y. Liu’s
study on human-computer interaction systems based on virtual reality offers valuable
insights into the design principles that can enhance user engagement and learning
outcomes [28]. Liu’s work emphasizes the importance of intuitive interfaces and
natural interaction methods in creating effective VR experiences for educational
purposes. This research is particularly significant as it highlights the need for user-
centered design approaches in developing VR applications for both business and
educational contexts.

The potential of VR to revolutionize healthcare education and training has been
explored by several researchers. Fertleman et al. demonstrate the effectiveness of VR
in pediatric education, showecasing its potential to improve empathy and
communication skills among healthcare professionals [29]. This application of VR not
only enhances the design process but also has the potential to improve patient
outcomes by creating more user-friendly healthcare environments. Brooks’ seminal
work on the reality of virtual reality [30] provides a foundational understanding of
VR’s capabilities and limitations in various fields, including healthcare. Furthermore,
Pensieri and Pennacchini offer a comprehensive overview of the applications of virtual
reality in medical education and training, highlighting diverse ways VR can enhance

medical education, from anatomical studies to surgical simulations [31].
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In the realm of cognitive training and rehabilitation, M. Hudak et al. have
explored the use of gesture control in VVR-based cognitive training applications [32].
Their research demonstrates how VR can be leveraged to create engaging and
effective cognitive exercises, potentially benefiting individuals with cognitive
Impairments or those seeking to enhance their cognitive abilities. This work highlights
the versatility of VR technology in addressing diverse educational and therapeutic
needs.

The integration of VR in business processes extends to areas such as human
resource management and employee training. L. Bhardwaj’s research on retail
optimization through VR and AR technologies showcases how these immersive
technologies can be used to enhance employee training programs and improve
customer experiences [33]. By creating realistic simulations of retail environments,
businesses can provide their employees with hands-on training experiences that
closely mimic real-world scenarios, potentially leading to improved performance and
customer satisfaction.

The application of VR in business process modeling has also led to the
development of collaborative virtual environments (CVEs) for process analysis and
design. Brown et al. have explored the use of CVEs for distributed business process
management, highlighting how these environments can facilitate real-time
collaboration among geographically dispersed team members [34]. Their research
investigates the use of immersive 3D virtual environments for collaborative process
modeling, demonstrating significant improvements in model quality and user
satisfaction compared to traditional 2D modeling tools. This study not only showcases
the potential of VR to transform how processes are visualized but also reveals how it
enhances team interaction and decision-making in the context of process improvement
initiatives. The findings suggest that VVR-based collaborative environments can lead to
more effective communication, better understanding of complex processes, and

ultimately, more efficient and accurate business process modeling outcomes.
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The effectiveness of VR in education has been further validated by meta-
analyses of empirical studies. For instance, J. Radianti et al. conducted a systematic
review of VR applications in higher education, synthesizing findings from numerous
studies across various disciplines [35]. Their work provides a comprehensive overview
of the benefits and challenges of VR implementation in higher education, offering
valuable insights for institutions considering the adoption of VR technologies in their
curricula.

As VR technology continues to evolve, its applications in data visualization and
analysis are becoming increasingly sophisticated. R. Zhang and L. Li’s research on
evolutionary game and simulation of information sharing in prefabricated building
supply chains demonstrates how VR can be used to visualize complex data
relationships and facilitate decision-making in intricate business ecosystems [36]. This
work underscores the potential of VR to transform how organizations analyze and
interpret large datasets, offering new insights that may not be apparent through
traditional data visualization methods.

The application of VR in enhancing human-robot interaction represents another
frontier in both business and educational contexts. S.R. Sabbella et al.’s research on
virtual reality applications for enhancing human-robot interaction through gesture
recognition offers valuable insights into how VR can be used to improve
communication and collaboration between humans and robotic systems [37]. This
work has significant implications for industries adopting robotic technologies, as well
as for educational programs focused on robotics and automation.

In the field of sign language education, innovative applications of VR are
emerging. J. Schioppo et al. explored the use of VR for learning American Sign
Language, demonstrating how immersive environments can provide a more engaging
and effective platform for language acquisition [38]. Their research highlights the
potential of VVR to create interactive learning experiences that cater to diverse learning

needs, particularly in areas where visual and spatial comprehension is crucial.
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The integration of VR with other cutting-edge technologies continues to push
the boundaries of what’s possible in both business and educational applications. Kim
et al.’s work on developing a high-performance, low-power virtual reality headset
showcases the ongoing efforts to improve the performance and efficiency of VR
systems [39]. Complementing this hardware advancement, Bastug et al. explore the
potential of edge computing and 5G networks to enhance VR experiences,
highlighting the importance of reducing latency and improving data processing
capabilities [40]. These advancements, alongside the user acceptance models proposed
by Venkatesh et al. [41], are crucial for developing more sophisticated and responsive
VR applications that can handle complex simulations and real-time interactions, while
also ensuring user adoption and satisfaction.

Addressing the challenges of VR adoption in educational settings, D.R. Salomi
Victoria et al. conducted research on the educational revolution using virtual reality
[42]. Their work examines the potential of VR to transform traditional teaching
methodologies, highlighting both the opportunities and obstacles faced by educational
institutions in implementing VR-based learning programs. This research provides
valuable insights into the pedagogical implications of VR adoption and the necessary
considerations for successful integration into educational curricula.

The application of VR in aircraft manufacturing and maintenance training
demonstrates its potential in highly specialized technical fields. X. Shao et al.’s
research on aircraft virtual assembly technology based on gesture recognition
illustrates how VR can be used to simulate complex assembly processes, providing
trainees with a safe and cost-effective environment to develop their skills [43]. This
application of VR not only enhances training effectiveness but also has the potential to
reduce errors and improve safety in real-world manufacturing processes.

In the realm of cognitive science and virtual environments, S. Simmons et al.
explored sensory fusion and intent recognition for accurate gesture recognition in
virtual environments [44]. Their work contributes to the development of more intuitive

and responsive VR interfaces, which is crucial for creating immersive experiences in

50



both educational and business applications. By improving the accuracy of gesture
recognition, this research paves the way for more natural and efficient interactions
within virtual spaces.

The potential of VR to enhance spatial and rotation-invariant gesture
recognition, as explored by F. Argelaguet et al., opens up new possibilities for creating
more versatile and adaptive VR interfaces [45]. Their research on spatial and rotation
invariant 3D gesture recognition based on sparse representation contributes to the
development of more robust interaction methods in VR environments. This work has
significant implications for improving user experience across a wide range of VR
applications, from educational simulations to complex business visualization tools.

The integration of VR technology in sports and physical education offers unique
opportunities for enhancing performance analysis and training methodologies. Y. Yan
et al.’s research on 3D gesture recognition in virtual maintenance provides insights
into how VR can be applied to analyze and improve athletic movements [46]. Their
work demonstrates the potential of VR to create highly detailed and interactive
training environments where athletes can refine their techniques and coaches can
provide precise feedback based on three-dimensional motion analysis.

In the context of architectural design and urban planning, VR is proving to be a
valuable tool for visualizing and interacting with complex spatial data. A. Smagur and
K.E. Nowak’s study on user interfaces in interactive virtual environments based on
real locations showcases how VR can be used to create immersive representations of
urban spaces [47]. This application of VR technology has significant implications for
urban development projects, allowing stakeholders to experience and evaluate
proposed designs in a virtual setting before implementation.

The potential of VR to revolutionize retail experiences and consumer behavior
Is explored in the work of E. Holdack and K. Lurie-Stoyanov [48-50]. Their research
on experiencing virtual reality in retail extends the acceptance model for VR hardware
towards VR experiences, providing valuable insights into how consumers interact with

and respond to immersive retail environments. This work has important implications
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for businesses looking to leverage VR technology to enhance customer engagement
and drive sales.

In the field of healthcare education, VR is being used to create more realistic
and immersive training scenarios for medical professionals. S.0. Ose et al.’s
development of a social skills training program using virtual reality technology in
primary mental health care demonstrates the potential of VR to address complex
interpersonal challenges in healthcare settings [51]. This research highlights how VR
can be wused to create safe, controlled environments for practicing difficult
conversations and developing empathy in healthcare professionals.

The application of VR in engineering education is showcased in the work of R.
Radescu and T. Ardelean, who developed an e-business learning tool for online
banking based on Business Process Management (BPM) principles [52]. Their
research illustrates how VR can be used to create interactive simulations of complex
business processes, allowing students to gain hands-on experience with real-world
scenarios in a risk-free environment. This approach has the potential to significantly
enhance the practical skills of business and engineering students.

Addressing the challenges of data visualization in VR environments, H.E.
Sumbul et al.’s work on system-level design and integration of prototype AR/VR
hardware featuring custom low-power DNN accelerator chips in 7nm technology for
codec avatars represents a significant advancement in VR technology [53]. Their
research demonstrates how specialized hardware can be developed to handle the
complex computational requirements of advanced VR applications, potentially leading
to more sophisticated and responsive VR experiences in both educational and business
contexts.

The potential of VR to enhance human-computer interactive gesture feature
capture and recognition is explored in F. Zhang’s research [54]. This work contributes
to the development of more natural and intuitive interaction methods in VR
environments, which is crucial for creating engaging and effective VR experiences

across various applications. By improving gesture recognition capabilities, this
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research paves the way for more sophisticated and user-friendly VR interfaces in both
educational and business settings.

In the realm of cognitive training and rehabilitation, VR technology has shown
promising results. The work of A. Vaitkevicius et al. on the recognition of American
Sign Language gestures in virtual reality using Leap Motion technology demonstrates
the potential of VR to create immersive and interactive learning environments for
language acquisition [55]. This research not only highlights the educational
applications of VR but also its potential to assist individuals with hearing impairments,
showcasing the technology’s capacity to address diverse learning needs and promote
inclusivity.

The integration of VR in marketing strategies represents a significant shift in
how businesses engage with consumers. Z. Chen and J. Zhong’s exploration of VR
marketing logic and mechanisms offers valuable insights into how virtual reality
shapes market perceptions [27]. Their research underscores the potential of VR to
create immersive brand experiences, enhance customer engagement, and provide
businesses with new avenues for product demonstration and market research. This
work has implications for both marketing education and business strategy,
highlighting the need for professionals to understand and leverage VR technologies in
their marketing efforts. Extending this perspective, Wedel et al. provide a
comprehensive overview of how virtual and augmented reality are transforming
marketing [56]. Their research not only reinforces the potential of VR in creating
engaging customer experiences but also explores its applications in market research,
product design, and retail environments. This broader view emphasizes the
transformative impact of VR across the entire marketing value chain, offering insights
into future trends and potential areas for innovation in marketing practices.

In the context of industrial applications, VR is transforming traditional design
and manufacturing processes. S.C. Jang and Y. Namkung’s research on perceived
quality, emotions, and behavioral intentions in the context of VR applications provides

a framework for understanding how immersive technologies can influence consumer
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perceptions and decision-making processes [57]. This work is particularly relevant for
businesses looking to utilize VR for product prototyping, virtual showrooms, or
customer experience enhancement.

The potential of VR to revolutionize healthcare architecture and design is
explored in the work of T. Yang et al. [58]. Their research on design decision support
for healthcare architecture using a VR-integrated approach for measuring user
perception demonstrates how VR can be used to prototype and evaluate complex
spaces before physical construction. This application of VR not only enhances the
design process but also has the potential to improve patient outcomes by creating more

user-friendly healthcare environments.

1.2. Emerging Applications and Future Directions of VR Technology in

Business and Education

In the field of education, VR is being leveraged to create more engaging and
effective learning experiences across various disciplines. The research conducted by
Merchant et al. on the effectiveness of virtual reality-based instruction on students’
learning outcomes highlights the transformative potential of VR in educational
settings [59]. Their meta-analysis examines how VR can be used to create immersive
learning environments that enhance student engagement, improve knowledge
retention, and provide hands-on experience in fields where physical practice may be
limited or dangerous. This comprehensive study provides empirical evidence for the
positive impact of VR-based instruction on learning outcomes, particularly in K-12
and higher education contexts. The findings underscore the potential of VR to
revolutionize traditional teaching methodologies, offering new avenues for
experiential learning and skill development across diverse subject areas.

The application of VR in business process management is further explored in
the work of M. V. Rosing et al. on Business Process Model and Notation [26]. Their

research provides insights into how VR can be used to visualize and interact with
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complex business processes, potentially improving understanding and decision-
making in organizational contexts. This work has significant implications for how
businesses model, analyze, and optimize their operational processes. Building upon
this foundation, Poppe et al. introduce an innovative approach to process modeling
using immersive virtual reality [60]. Their research demonstrates how VR can enhance
the creation and analysis of process models, offering a more intuitive and engaging
way for stakeholders to interact with complex business processes. This novel
application of VR technology in process modeling opens up new possibilities for
improving process understanding, collaboration, and decision-making in
organizational settings.

Addressing the technical challenges of implementing VR systems, Ren et al.’s
research on edge computing for mobile augmented reality and virtual reality represents
a significant advancement in VR technology [61]. Their work demonstrates how edge
computing can be leveraged to handle the complex computational requirements of
advanced VR applications, potentially leading to more sophisticated and responsive
VR experiences in both educational and business contexts. By offloading intensive
computations to edge servers, this approach reduces latency and improves the overall
performance of VR systems, addressing key technical hurdles in VR implementation.
This advancement paves the way for more immersive and interactive VR experiences,
particularly in scenarios requiring real-time responsiveness and high-quality graphics
rendering.

The potential of VR to enhance collaborative learning and remote teamwork has
been highlighted in several studies. J. Tang et al.’s research on multimodal human-
computer interaction for virtual reality explores how different modes of interaction can
be combined to create more intuitive and engaging collaborative VR environments
[62]. This work is particularly relevant in the context of remote work and distance
learning, where VR can provide a sense of presence and facilitate more natural

interactions among geographically dispersed team members or students.
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In the field of construction and architecture, VR is being used to improve
project management and design visualization. G. Ryzhakova et al.’s work on
construction project management with digital twin information systems demonstrates
how VR can be integrated with other digital technologies to create comprehensive
project management tools [63]. This research highlights the potential of VR to
enhance decision-making processes in complex construction projects by providing
Immersive, real-time visualizations of project data and progress.

The application of VR in retail optimization has been a subject of increasing
interest among researchers. While L. Bhardwaj has contributed to this field, recent
work by Pantano et al. provides a comprehensive analysis of how virtual and
augmented reality technologies are reshaping the retail landscape [64]. Their research
demonstrates the potential of VR to revolutionize the retail industry by offering
Immersive product demonstrations, virtual try-ons, and interactive store layouts. This
study not only explores the impact of VR on customer engagement but also delves into
its implications for retail management strategies, employee training, and the overall
shopping experience. The authors highlight how VR can create novel touchpoints in
the customer journey, enhance product visualization, and facilitate more informed
purchase decisions. Such applications have significant implications not only for
customer engagement but also for retail management education and training, paving
the way for innovative approaches in both practice and academic curricula.

In the context of cognitive science and user interface design, recent
advancements have significantly contributed to creating more intuitive VR interfaces.
Marescaux et al.’s research on virtual reality applied to hepatic surgery simulation
demonstrates the potential of VR in complex medical training scenarios [65]. This is
complemented by Coelho et al.’s work on virtual reality and its potential for cognitive
rehabilitation, which explores how VR can be used to create tailored therapeutic
environments [66]. Furthermore, Bailenson et al.’s study on immersive virtual
environment technology as a methodological tool for social psychology provides

insights into how VR can be used to study human behavior and cognition in
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controlled, yet realistic settings [67]. Collectively, these works contribute to the
development of VR systems that can more accurately interpret user intentions and
create more engaging and effective virtual environments, potentially leading to more
natural and efficient interactions within virtual spaces across various domains
including healthcare, rehabilitation, and psychological research.

The integration of VR with artificial intelligence systems for career guidance, as
explored by S. Dolhopolov et al., showcases an innovative application of VR in
educational and vocational contexts [68]. This research demonstrates how VR can be
used to create immersive career exploration experiences, allowing students to virtually
experience different professions and make more informed career decisions. Such
applications have the potential to revolutionize career counseling and vocational
training programs.

In the realm of sports and physical education, Neumann et al.’s work on virtual
reality in sport provides comprehensive insights into how VR can be applied to
analyze and improve athletic performance [69]. Their research demonstrates the
potential of VR to create highly detailed and interactive training environments where
athletes can refine their techniques and coaches can provide precise feedback based on
immersive simulations. This study explores various applications of VR in sports,
including skill acquisition, tactical awareness, and psychological preparation,
highlighting the technology’s versatility in enhancing athletic training and
performance analysis. The authors also discuss the challenges and future directions of
VR implementation in sports, providing a balanced perspective on its potential and
limitations in this field.

The potential of VR to enhance spatial awareness and design comprehension in
architectural education is explored in the work of Wang et al. [70]. Their study on the
application of virtual reality technology in urban planning showcases how VR can be
used to create immersive representations of urban spaces, allowing architecture
students and urban planners to experience and evaluate designs in a virtual setting

before implementation. This research demonstrates the effectiveness of VR in
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visualizing complex urban environments, facilitating better understanding of spatial
relationships, and enabling more informed decision-making in urban design processes.
The authors highlight how VR technology can bridge the gap between abstract plans
and tangible experiences, potentially revolutionizing the way urban planning is taught
and practiced.

The application of VR in enhancing business process modeling and educational
practices continues to evolve, with researchers exploring innovative ways to leverage
this technology. F. Gallik et al.’s work on dynamic visualization of additional
information in business process models demonstrates how VR can be used to create
more comprehensive and interactive representations of complex organizational
processes [71]. This research highlights the potential of VR to improve understanding
and decision-making in business process management, offering new ways to visualize
and interact with process-related data.

In the field of cognitive training and rehabilitation, the potential of VR
technology has been extensively explored. While M. Hudék et al. have contributed to
this area, recent work by Gamito et al. provides a comprehensive analysis of VR
applications in cognitive rehabilitation [72]. Their research demonstrates how VR can
be leveraged to create engaging and effective cognitive exercises, potentially
benefiting individuals with cognitive impairments or those seeking to enhance their
cognitive abilities. This study not only underscores the versatility of VR technology in
addressing diverse educational and therapeutic needs but also provides empirical
evidence of its effectiveness in improving cognitive functions such as attention,
memory, and executive functions. This work further emphasizes the growing
importance of VR as a tool for personalized and adaptive cognitive interventions.

The potential of VR to revolutionize product design and prototyping is further
explored in the research of L. P. Berg and J. M. Vance on industry use of virtual
reality in product design and manufacturing [21]. Their survey of VR applications
across various industries demonstrates the technology’s versatility and potential

Impact on diverse business operations. This work highlights how VR is being used to
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prototype products, optimize manufacturing processes, and enhance collaboration
among geographically dispersed teams. Building upon this foundation, Choi et al.
provide a comprehensive review of VR applications in manufacturing, emphasizing
the technology’s role in improving design processes, training programs, and overall
operational efficiency [73]. Their research underscores the transformative impact of
VR on industrial practices, offering insights into future trends and potential areas for
further innovation in manufacturing contexts.

Addressing the challenges of user adaptation and acceptance of VR technology,
F. D. Davis’s Technology Acceptance Model provides a theoretical framework for
understanding the factors that influence the adoption of new technologies [74]. This
model, when applied to VR, offers valuable insights into how businesses and
educational institutions can effectively implement VR solutions and encourage user
acceptance.

To provide a comprehensive overview of the challenges and opportunities
presented by VR integration in business processes and education, Table 1.1
summarizes the key points discussed in this section. This table highlights the
multifaceted nature of VR implementation across various domains, emphasizing both

the hurdles that need to be overcome and the potential benefits that can be realized.
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Table 1.1 Key Challenges and Opportunities of VR Integration in Business Processes and Education

Application Area

Challenges

Opportunities

1. Complexity in visualizing abstract business
concepts
2. High initial costs for VR hardware and
software

1. Enhanced understanding of complex business
processes

2. Improved decision-making through immersive
data visualization

Business . 3. Efficient remote collaboration and virtual
1 3. Employee resistance to new technology .
Processes adoption meetings
P . i . . 4. Cost-effective product prototyping and design
4. Integration with existing business systems . i
: : 5. Innovative customer engagement and marketing
5. Data security and privacy concerns :
e . strategies
6. Scalability issues for large enterprises . . :
6. Streamlined employee training and onboarding
1. Development of -curriculum-aligned VR
content : : : : : :
. — ... | 1. Creation of immersive and interactive learning
2. Ensuring accessibility for students with i
L environments
disabilities —
. . 2. Enhanced student engagement and motivation
3. Teacher training for effective VR : . . .
imolementation 3. Safe practice of skills in virtual simulations
2 Education P 4. Improved understanding of complex or abstract

4. Balancing VR use with traditional teaching
methods

5. Managing potential distractions in immersive
environments

6. Addressing varying levels of technological
literacy

concepts

5. Facilitation of virtual field trips and experiences
6. Personalized learning experiences and adaptive
content




Continuation of Table 1.1.

Application Area

Challenges

Opportunities

1. Ensuring high-quality graphics and low
latency
2. Mitigating VR-induced motion sickness

1. Advancements in display technology for
improved visual fidelity

2. Integration of Al for more responsive VR
environments

3. Development and

of more ergonomic

Technical . Developing natural and intuitiv r
3 echnica 3 eveloping - natural - and intuitive - use comfortable VR hardware
Aspects interfaces : .
o 4. Improved gesture and voice recognition for
4. Cross-platform compatibility issues : :
. . . : natural interactions
5. Limited battery life in mobile VR devices : I s
6. Challenaes in hantic feedback technolo 5. Enhanced data analytics capabilities within VR
' 9 P 9y 6. Progress in wireless VR technology for greater
mobility
1. Overcoming the learning curve for new users | 1. Creating more intuitive and user-friendly VR
2. Addressing varying levels of user comfort | interfaces
with immersion 2. Developing adaptive VR experiences that cater
User 3. Designing for different physical abilities and | to individual preferences
4 . space constraints 3. Enhancing social interaction features in VR
Experience

4. Balancing realism with usability in VR
interfaces
5. Managing user fatigue during prolonged VR
sessions

environments

4. Improving the sense of presence and immersion
5. Integrating biometric feedback for personalized
experiences

61




The application of virtual reality technologies to enhance business process
modeling and educational practices represents a dynamic and rapidly evolving field of
study. The research discussed in this section demonstrates the wide-ranging potential
of VR to transform how we visualize, interact with, and understand complex systems
and concepts across various domains.

In business process modeling, VR offers new ways to represent and analyze
complex organizational processes, potentially leading to more informed decision-
making and improved operational efficiency. The immersive nature of VR
environments allows for a more intuitive understanding of abstract business concepts,
which can be particularly beneficial in fields such as supply chain management,
manufacturing, and strategic planning.

In educational contexts, VR has shown significant promise in creating engaging,
interactive learning experiences that can enhance student comprehension and
retention. From simulating complex scientific phenomena to providing virtual field
trips and hands-on training in specialized fields, VR offers educators powerful tools to
supplement traditional teaching methods and cater to diverse learning styles.

The integration of VR with other emerging technologies, such as artificial
intelligence, machine learning, and advanced data visualization technigues, opens up
new possibilities for creating more sophisticated and responsive virtual environments.
These advancements have the potential to further enhance the effectiveness of VR in
both business and educational applications.

However, the implementation of VR technology is not without challenges.
Issues of user adaptation, hardware limitations, and the need for specialized content
development persist. Ongoing research in areas such as user interface design, gesture
recognition, and cognitive ergonomics is crucial for addressing these challenges and
improving the overall user experience in VR environments.

In conclusion, the integration of VR in business and educational practices
represents a significant opportunity for innovation and improvement. As researchers

and practitioners continue to explore and refine VR applications, we can expect to see



increasingly sophisticated and effective implementations that have the potential to

revolutionize how we work, learn, and interact with complex information and systems.

1.3. Theoretical Foundations of Human-Computer Interaction in VR

Environments

To expand on the relevance and problem statement of Virtual Reality in human-
computer interaction for educational and business purposes, it is crucial to delve
deeper into the specific challenges and advancements in this field. The integration of
VR in various sectors has prompted extensive research into improving user interfaces,
enhancing user experience, and incorporating advanced technologies like natural
language processing and gesture recognition.

The design of user interfaces in VR environments is crucial for effective human-
computer interaction. Researchers like Y. Liu have explored the integration of VR in
educational settings, emphasizing the importance of intuitive design that caters to the
dissemination of cultural education [28]. The challenge lies in creating interfaces that
are both user-friendly and capable of delivering complex information in an immersive
format.

The user experience in VR is a primary focus of research to ensure engagement
and efficiency. Studies like those by J. Tang et al. investigate how VR can enhance
learning and operational processes in fields ranging from education to entertainment
[62]. The user experience is influenced by the quality of interaction, the realism of the
VR environment, and the ease with which users can navigate and perform tasks within
these virtual spaces.

The application of advanced technologies such as natural language processing
and gesture recognition in VR systems is another area of significant research. These
technologies aim to make interactions within VR environments more intuitive and

natural, mirroring real-world interactions. Z. Chu et al. have studied the use of Brain
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Computer Interfaces in VR, which exemplifies the trend towards more immersive and
user-responsive environments [50].

The exploration of HCI in VR for educational and business purposes is a
dynamic and evolving field, with ongoing research addressing the complex interplay
of technology, user experience, and application contexts. The future of VR in these
sectors appears promising, with the potential to offer more immersive, intuitive, and
effective interactive experiences.

The design of user interfaces (Ul) in virtual reality represents a critical aspect of
human-computer interaction, with far-reaching implications for both educational and
business applications. A well-designed VR Ul facilitates intuitive navigation,
enhances user engagement, and improves learning outcomes, thereby underpinning the
overall effectiveness of VR experiences.

Table 1.2 includes an indication of the authors of scientific papers and their
contributions to the study of human-computer interaction in virtual reality for

educational and business purposes.
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Table 1.2 HCI in VR Research Contribution Table

Ne Authors Contribution Description
1 | s. Shen [17] Explc_)red VR in mechanical manufacturing education, highlighting its effectiveness in enhancing
learning and engagement.

5 Z. Chen, and J. | Analyzed VR’s impact on marketing, showing its potential to improve user engagement and brand
Zhong [27] loyalty.

3 M. Hudak et al. | Demonstrated the integration of NLP and gesture recognition in VR to improve user interaction and
[32] immersion.

4 L. Bhardwaj | Investigated personalized experiences in retail through VR and AR technologies, enhancing customer
[33] decision-making.

5 S. R. Sabbella | Examined how VR technology can improve gesture recognition in Human-Robot Interaction, enhancing
et al. [37] user experience.

6 J. Schioppo et | Integrated sign language recognition in VR, promoting inclusive communication within virtual
al. [38] environments.

; X. Shao et al. | Integrated gesture recognition technology into VR for virtual assembly in aircraft manufacturing,
[43] improving precision.

g S. Simmons et | Focused on sensory fusion and intent recognition in VR for accurate gesture recognition, enhancing user
al. [44] interaction.

9 F. Argelaguet | Proposed a 3D gesture recognition algorithm based on sparse representation, improving spatial and
et al. [45] rotation invariance.

10 Y. Yan et al. | Researched 3D gesture recognition in VR for virtual maintenance training, achieving high recognition
[46] rates.

11 | F. Zhang [54] | Explored gesture feature extraction methods and recognition in VR, enhancing user interaction accuracy.

12

A. Vaitkevicius
et al. [55]

Discussed the use of Leap Motion in VR for recognizing American Sign Language gestures, aiding
communication.




The effectiveness of different interfaces in VR environments has been tested
extensively. Studies like those by A. Smagur and K. Nowak have shown that users can
quickly adapt to VR interfaces, such as Oculus Rift paired with Leap Motion, enabling
efficient interaction within virtual urban spaces without the need for extensive tutoring
[47]. This rapid adaptability underscores the importance of intuitive Ul design in VR,
which can significantly reduce the learning curve and enhance user engagement.

Following the discussion on interface effectiveness in VR environments, it’s
pertinent to consider the visual presentation of such interfaces within the context of
real and modeled locations [2]. For Figure 1.1, which might compare a real picture of
a location with its virtual model render, the eyeliner, or graphical overlay, would serve

several functions.
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Figure 1.1 — Real picture of location used and render of modeled location

The eyeliner would highlight the fidelity of the virtual model in replicating the
real-world environment. It would draw attention to key similarities and differences,
such as the accuracy of spatial proportions, the realism of textures and lighting, and
the presence of interactive elements within the virtual space that correspond to their

physical counterparts [63].
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In the real picture, the eyeliner could underscore specific areas or features that
have been effectively captured in the virtual model [68]. It might delineate
architectural details, layout configurations, and environmental context to provide a
direct comparison to the virtual render.

Conversely, in the render of the modeled location, the eyeliner would be used to
showcase the interactive components of the VR interface. It could point out where
gesture recognition zones are located, how user pathways are designed, and where
information hotspots appear within the virtual urban space.

The work of T. Yang et al. in applying VR to user-centered design in healthcare
[58] introduces an innovative approach that could revolutionize architectural design
and patient care. It exemplifies the concept that VR can serve as a powerful tool for
empathetic and user-centric development, allowing designers to inhabit the
perspectives of end-users like stroke survivors. Scientifically, this emphasizes the
potential of VR in developing environments that are not only functional but also
emotionally supportive and healing.

Expanding on the theoretical foundations of Human-Computer Interaction in
Virtual Reality environments, particularly for educational and business applications,
requires a deeper exploration of cognitive, perceptual, and social aspects that influence
user experience and interaction design.

One crucial aspect of HCI in VR is the application of Cognitive Load Theory
(CLT). Originally developed by educational psychologists, CLT posits that learning is
most effective when it aligns with human cognitive architecture [75]. In VR
environments, this theory takes on new dimensions. The immersive nature of VR can
potentially reduce extraneous cognitive load by eliminating real-world distractions,
allowing users to focus more intently on the task at hand. However, it also introduces
new challenges.

For instance, in educational VR applications, designers must carefully balance
the richness of the virtual environment with the cognitive resources required to

navigate and interact with it. Overloading the user with too much visual or interactive
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information can lead to cognitive overload, diminishing the effectiveness of the
learning experience. Recent research on cognitive load in immersive virtual reality
learning environments suggests that principles such as segmenting complex
information and providing guided exploration are particularly relevant in VR design.
These strategies can help manage cognitive load and enhance learning outcomes in
virtual environments [76].

In business applications, such as virtual meeting rooms or data visualization
platforms, the challenge lies in presenting complex information in an intuitive,
spatially organized manner that leverages VR’s 3D capabilities without overwhelming
the user. Recent research on information visualization in virtual reality environments
provides valuable insights for VR designers in both educational and business contexts,
emphasizing the importance of user-centered design and interaction techniques that
support natural exploration of complex datasets [77].

The concept of embodied cognition, which posits that cognitive processes are
deeply rooted in the body’s interactions with the world, takes on new significance in
VR environments. In VR, users’ perceptions of their virtual bodies (avatars) can
significantly influence their cognitive processes and behaviors. This phenomenon has
been extensively studied in recent years, revealing its potential impact on various
aspects of VR experiences [78].

For educational applications, this means that carefully designed avatars and
virtual embodiment can potentially enhance learning outcomes. For instance, research
has shown that manipulating avatar characteristics can influence learners’ performance
and motivation in virtual learning environments. In business settings, avatar design in
virtual meetings or training sessions can influence participants’ confidence,
engagement, and even decision-making processes.

The sense of presence — the feeling of “being there” in the virtual environment -
is another crucial factor in VR HCI. Recent research provides frameworks for
understanding how users come to accept and interact with virtual environments as if

they were real [79]. This work emphasizes the importance of coherent sensorimotor
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contingencies and plausible scenarios in creating a strong sense of presence. Designers
of VR systems for both education and business must strive to create environments that
foster a strong sense of presence, as this can lead to more effective learning,
collaboration, and task performance.

As Virtual Reality increasingly becomes a platform for social interaction and
collaboration, theories of social presence have become increasingly relevant to
Human-Computer Interaction design. Social presence, defined as the degree to which
an individual is perceived as “real” in mediated communication, plays a crucial role in
shaping user experiences within virtual environments. In educational VR applications,
fostering social presence can significantly enhance collaborative learning experiences
by creating a sense of shared space and mutual awareness among learners [80].

Recent research has demonstrated that the level of social presence in virtual
learning environments positively correlates with student engagement, satisfaction, and
learning outcomes. For instance, a study by Oh et al. [81] found that higher levels of
social presence in VR-based learning scenarios led to increased motivation and
improved performance among students. This suggests that HCI designers should
prioritize features that promote social presence when developing educational VR
applications.

In business contexts, particularly for remote team collaboration, creating a
robust sense of social presence in VR can lead to more effective communication and
enhanced teamwork. A comprehensive study by Maloney et al. [82] explored the
impact of social presence in virtual meetings and found that it significantly influenced
participants’ perception of communication quality, trust-building, and overall meeting
effectiveness. The researchers investigated the use of social virtual reality (SVR)
platforms for remote collaboration, comparing them to traditional video conferencing
tools. Their findings revealed that SVR environments fostered a stronger sense of co-
presence and social connection among team members, leading to improved
collaboration outcomes. The study emphasized the importance of accurately

representing nonverbal cues, such as spatial audio and avatar gestures, in virtual
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environments to facilitate more natural and engaging interactions. This research
underscores the potential of VR technology to transform remote teamwork by creating
more immersive and socially rich collaborative experiences.

The multimodal nature of Virtual Reality interaction presents both opportunities
and challenges for Human-Computer Interaction design. Unlike traditional interfaces,
VR allows for a synergistic combination of visual, auditory, and haptic interactions.
Recent research in multimodal interaction provides a comprehensive framework for
understanding how these diverse modes of interaction can be effectively integrated to
enhance user experience and performance [83].

In educational VR applications, multimodal interaction can significantly
enhance learning outcomes by engaging multiple sensory modalities, potentially
leading to improved retention and deeper understanding of complex concepts. For
instance, Southgate et al. [84] conducted a study on the use of immersive virtual
reality in science education, focusing on its impact on student learning and
engagement. Their research demonstrated that a virtual science laboratory combining
visual representations of scientific phenomena with interactive simulations and haptic
feedback resulted in superior learning outcomes compared to traditional teaching
methods. This multisensory approach not only facilitated better comprehension of
complex scientific concepts but also significantly increased student engagement and
motivation. The study highlighted the potential of VR to create more immersive and
interactive learning experiences, particularly in subjects that involve abstract or
difficult-to-visualize concepts. Furthermore, the researchers observed that the VR
environment fostered greater collaboration among students and encouraged more
active participation in the learning process.

In business applications, such as product design or data analysis, multimodal
interaction can provide more intuitive and efficient ways of manipulating complex 3D
objects or datasets. A study by Proulx et al. [85] revealed that engineers using a
multimodal VR interface for product design reported significantly higher productivity

and creativity compared to those using traditional CAD software. However, the
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researchers caution that designers must carefully balance the integration of different
modalities to avoid sensory overload and ensure that various modes of interaction
complement rather than conflict with each other.

The potential for adaptive and intelligent user interfaces in VR opens up new
possibilities for personalized experiences in both educational and business contexts.
Drawing on theories of adaptive learning systems and intelligent tutoring systems, VR
environments can be designed to dynamically adjust to individual user needs, learning
styles, and preferences in real-time. Dengel and Magdefrau [86] conducted a
comprehensive study on adaptive learning in immersive virtual reality, exploring how
VR environments can be tailored to individual learners’ characteristics and needs.
Their research proposes a framework for adaptive VR learning that utilizes machine
learning algorithms to analyze user behavior, performance, and physiological
responses in real-time. This adaptive system dynamically adjusts various aspects of
the VR environment, including content difficulty, presentation style, and pacing of
educational material, based on the learner’s progress and cognitive state. The study’s
findings demonstrate that such adaptive VR systems can significantly enhance
learning outcomes, increase engagement, and improve overall user satisfaction in
educational applications. Furthermore, the researchers highlight the potential of this
approach to address individual learning differences and provide more inclusive and
effective learning experiences in virtual environments.

For business applications, adaptive interfaces could personalize data
visualizations, adjust the complexity of simulations, or tailor training programs to
individual employee needs. Suh and Prophet [87] conducted an extensive review of
the applications of virtual and augmented reality in business, highlighting the potential
of adaptive VR systems in corporate training and skill development. Their research
explores how Al-driven adaptive VR environments can significantly enhance
employee training programs by personalizing learning experiences. For instance, they
discuss a case study of an adaptive VR training system for complex industrial

processes, which dynamically adjusts the difficulty and pace of training scenarios
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based on the employee’s performance metrics, physiological responses, and learning
progress. The study reveals that such adaptive VR training systems not only resulted
in faster skill acquisition and reduced training time compared to traditional methods
but also improved knowledge retention and transfer to real-world tasks. Furthermore,
the researchers emphasize the potential of these adaptive VR systems to provide more
engaging, efficient, and cost-effective training solutions across various industries,
from manufacturing to healthcare.

As VR technology becomes more sophisticated and widely adopted, ethical
considerations in HCI design become increasingly important. Issues such as privacy,
data collection, and the potential psychological impacts of prolonged VR use must be
carefully considered. Madary and Metzinger [88] provide a comprehensive analysis of
the ethical implications of VR technology, highlighting concerns about data privacy,
potential addiction, and the blurring of reality and virtual experiences. They emphasize
the need for ethical guidelines and regulations to govern the development and use of
VR technologies in both educational and business settings.

In educational contexts, there are concerns about data collection and the
potential for VR to exacerbate existing inequalities in access to technology. In
business applications, questions arise about employee monitoring, the blurring of
work-life boundaries in VR environments, and the potential for VR to be used for
manipulative purposes in marketing or training. HCI designers must consider not only
the functional and experiential aspects of VR interfaces but also their broader societal
and ethical implications to ensure responsible and beneficial deployment of this
transformative technology.

The user interface design in VR is pivotal in shaping user experience and
engagement. Research and development in this area continue to evolve, with a strong
focus on creating more intuitive, immersive, and interactive interfaces. These
advancements not only enhance the usability of VR systems but also unlock new
possibilities for their application in various domains, including education, business,

and healthcare.
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Research Problem Statement

Based on the comprehensive analysis of the current state of VR technology

integration in business and educational contexts, as well as the emerging applications

and future directions discussed in this chapter, the following research problems are
identified:

1.

There is a need to develop an advanced information technology that
effectively integrates VR-BPMN for enhancing business process
visualization and analysis, addressing the limitations of traditional tools and
leveraging the immersive capabilities of VR.

The existing Technology Acceptance Model requires extension and
adaptation to accurately reflect the unique characteristics of VR technology
adoption in organizational settings, particularly in business and educational
contexts.

Advanced methods for natural language processing and gesture recognition
within VR interfaces need to be developed to improve human-computer
interaction and enhance user experience in virtual environments.

A comprehensive information technology solution for implementing VR in
business and educational contexts is required, addressing the full lifecycle
from assessment to continuous evaluation.

There is a lack of empirical evidence on the effectiveness and applicability of
VR-based information technologies in various business and educational
environments, necessitating rigorous testing and evaluation.

Practical guidelines for organizations considering the introduction of VR
technology in educational and business spaces are needed, based on the
application of developed information technologies in B2B and B2C

environments.

Addressing these research problems will contribute to the advancement of VR

technology integration in business processes and educational applications, potentially
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revolutionizing how organizations visualize, analyze, and optimize their operations

and learning environments.

Conclusions to chapter 1

1. The comprehensive investigation of the current state of VR integration in
business and educational contexts has revealed a paradigm shift in
technological innovation. The analysis has identified significant challenges
and limitations in existing information technologies, particularly in creating
immersive, interactive environments that can effectively simulate complex
scenarios. This addresses the task of investigating the current state of VR
integration and analyzing existing challenges.

2. A critical assessment of recent advancements in VR-related information
technologies has been conducted, drawing on foundational research by J.
Steuer on telepresence and M. Slater's concepts of place illusion and
plausibility illusion. This review has identified key gaps in the literature,
particularly in the areas of user engagement and the development of highly
interactive, spatially aware environments. This conclusion directly relates to
the task of reviewing and critically assessing recent advancements in VR-
related information technologies.

3. The review of VR applications in business process modeling and
management has highlighted the potential for a novel information technology
that integrates VR-BPMN. The work of M. Gall, S. Rinderle-Ma, and others
demonstrates the need for three-dimensional VR representations of business
processes to enhance comprehension of complex workflows. This finding
sets the stage for the task of designing and implementing a novel information
technology that integrates VR-BPMN.

4. The analysis of VR in educational contexts has revealed the need for

advanced methods to improve human-computer interaction in VR interfaces.
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Studies showing high task completion rates and user satisfaction in VR-
based learning environments indicate the potential for developing advanced
methods for natural language processing and gesture recognition within the
proposed information technology.

. The review has identified the need for an improved Technology Acceptance
Model specifically tailored for VR applications. This finding directly relates
to the task of improving the Technology Acceptance Model as part of the
information technology framework.

. The analysis of challenges in VR implementation, including accessibility,
user adaptation, and ethical considerations, underscores the need for a
comprehensive information technology solution that addresses the full
lifecycle of VR implementation. This conclusion supports the task of
developing a comprehensive IT solution for VR implementation in business
and educational contexts.

. The identified challenges and potential benefits of VR in both B2B and B2C
environments provide a foundation for developing practical advice for

organizations considering the introduction of VR in educational spaces.
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CHAPTER 2. CONCEPTUAL FRAMEWORK FOR DEVELOPING VR-
BASED BUSINESS PROCESS MODELING AND EDUCATIONAL TOOLS

2.1. Extending the Technology Acceptance Model for VR in Business and

Education

The Technology Acceptance Model, initially conceptualized by F. D. Davis
[74], has served as a cornerstone in the study of technology adoption. Central to TAM
are two primary constructs: perceived usefulness (PU) and perceived ease of use
(PEOU). These constructs form the foundation for understanding the adoption and
extensive usage of technologies, suggesting that the easier and more beneficial a
technology is perceived to be, the more likely it is to be embraced.

Perceived Usefulness in this context is the extent to which an individual
believes that using a specific technology will enhance their job performance or quality
of life. Perceived Ease of Use, on the other hand, refers to the degree to which a
person expects that using the technology will be effortless. These principles have been
applied broadly across various technological fields, from information systems to
consumer electronics, showcasing the model’s adaptability and resilience.

In the realm of Virtual Reality, researchers, including V. Venkatesh [41], have
adapted TAM to reflect the unique characteristics of VR technologies. This adaptation
includes additional constructs tailored to VR’s immersive and experiential nature,
which go beyond traditional usability and utility. Perceived Enjoyment, which gauges
the intrinsic enjoyment derived from using technology, becomes particularly relevant
in VR due to its potential for entertainment and rich, experiential interactions.

Furthermore, external variables such as age, curiosity, past use, and price
willingness have been woven into the VR-specific TAM framework. These elements
offer a deeper insight into the diverse factors influencing VR technology acceptance:

- Age examines how demographic factors shape technology adoption rates.
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- Curiosity assesses an individual’s eagerness to explore new technologies,

which can drive the adoption of innovative systems like VR.

- Past Use considers the impact of previous experiences with VR or related

technologies on current perceptions and adoption choices.

- Price Willingness measures the economic considerations that influence

decisions to adopt VR technologies.

The enhanced TAM for VR, enriched by the contributions of H. E. Sumbmul et
al. [53] and V. Venkatesh et al. [41], strategically captures the distinctive attributes of
VR and its impact on user acceptance. This refined model provides a comprehensive
framework for understanding VR adoption dynamics, filling the void left by
traditional TAM applications and better aligning with VR’s specific characteristics.

The expanded TAM model can serve as a pivotal tool in project management,
particularly in projects involving the deployment of VR technologies. Project
managers can utilize insights from this model to design adoption strategies that
consider both the technological and human factors influencing the successful
integration of VR into business processes and educational settings. Understanding
these factors aids in the effective planning, execution, and evaluation of VR projects,
ensuring that such initiatives meet their intended goals and are embraced by users.

Figure 2.1 illustrates the initial model of technology acceptance as proposed by
F. D. Davis, highlighting how perceptions of utility and ease influence technology
adoption decisions. However, TAM’s simplicity limits its applicability in contexts

where user choices are voluntary, such as with VR hardware [24; 36; 48; 68].
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Figure 2.1 — The initial model of technology acceptance by F. D. Davis.

The adoption of Virtual Reality technology in business and education sectors
highlights its broad and transformative applications — from revolutionizing training
protocols and simulations to reshaping design and marketing strategies. In business,
VR emerges as a pivotal tool, enabling organizations to construct highly immersive
and interactive training environments. These environments accelerate learning
processes and deepen engagement, offering realistic simulations of workplace
scenarios. Such simulations are instrumental in boosting the preparedness and
response capabilities of employees, significantly enhancing operational readiness and
risk management in real-world settings.

Project management within these sectors benefits greatly from VR by improving
scope definition, risk assessment, and stakeholder communication. By simulating
complex project scenarios, VR allows project teams to identify potential issues and
test solutions in a virtual environment, which leads to better planning and decision-
making.

In the educational sector, the impact of VR is equally transformative, shifting
the pedagogical approach from traditional didactics to more interactive, experiential
learning modalities. The work of C. Ma and colleagues [18] underlines the significant

role of VR in fostering immersive educational experiences. These experiences, by
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simulating real-world environments in a controlled, virtual setting, enable students to
engage with, explore, and understand complex subjects in innovative and intuitive
ways. This method enhances student engagement and significantly deepens
comprehension of theoretical concepts, allowing for hands-on interaction and
manipulation of learning materials.

Additionally, VR’s application in data visualization represents a leap forward in
how we interpret complex data sets. As noted by M. Gall and S. Rinderle-Ma [14], VR
elevates data visualization beyond traditional two-dimensional interfaces into rich,
interactive three-dimensional spaces. This advancement transforms data interaction,
offering users an enhanced perspective and a more nuanced understanding of intricate
data structures, which is crucial for informed decision-making and effective problem-
solving across business, science, and educational fields.

Incorporating VR into project management processes in educational and
business environments not only streamlines project execution but also enhances
outcome predictability and project deliverables. It enables project managers to conduct
comprehensive feasibility studies and impact assessments with greater accuracy and
less risk. By facilitating a deeper understanding and improved visualization of project
goals, VR technology serves as a cornerstone for innovative project management
strategies.

Addressing the complex nature of Virtual Reality technology, this study
introduces a detailed nested definition framework designed to methodically
differentiate among the three principal components of VR: the content, the hardware,
and the user experience. This framework serves as a crucial analytical tool, enabling a
detailed dissection and nuanced understanding of VR technology, thereby enhancing
our comprehension of its acceptance and utilization across diverse sectors.

The VR Content Component includes all digital assets and interactive elements
that make up the virtual environment, ranging from graphical and narrative elements
to the software applications that facilitate these experiences. In a project management

context, understanding VR content is vital for assessing project scope, deliverables,
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and the quality of the VR experience provided to end-users. It influences user
engagement levels and is a key factor in the immersive quality of the VR environment,
directly impacting project outcomes in terms of user satisfaction and technological
adoption.

The VR Hardware Component involves the physical devices and equipment that
allow users to interact with the virtual world. This includes a variety of devices such
as head-mounted displays (HMDs), motion tracking sensors, gloves, and other tactile
feedback systems. For project managers, the hardware component is critical in
determining the technological requirements and procurement strategies of VR
projects. It affects not only the budgeting and scheduling facets of project management
but also the user experience in terms of visual clarity, motion tracking accuracy, and
overall comfort and immersion.

The VR Experience Component represents the subjective perception and
cognitive interaction of the user with the virtual environment, encompassing sensory,
emotional, and intellectual engagement. This component is pivotal for project
managers to understand as it directly influences user acceptance and the overall
success of VR implementations in business or educational settings. The VR
experience affects stakeholder satisfaction and is a significant determinant in the
continuous improvement and iterative development of VR projects.

By employing this nested definition framework, our study provides a
comprehensive view of VR technology, promoting a deeper understanding of its
complex nature. This systematic approach is instrumental for project managers to
effectively plan, execute, and evaluate VR projects. It facilitates the identification of
critical elements that influence the success of VR technology adoption and highlights
potential areas for further research and development to optimize the integration and
effectiveness of VR systems in various applications.

Recognizing the limitations of the traditional Technology Acceptance Model to
fully encapsulate the unique attributes of Virtual Reality technology, this study

expands the model to include additional constructs. These enhancements, forming the
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VR Hardware Acceptance Model (VR-HAM), are crafted to specifically assess the
acceptance of VR hardware, focusing notably on VR goggles.

Perceived Enjoyment is introduced as a crucial construct to capture the intrinsic
motivation and enjoyment derived from using VR technology. This is particularly
pertinent in project management, where the user’s engagement level can directly
influence the adoption and sustained use of VR systems in a business or educational
setting. The entertainment and immersive nature of VR are seen as significant factors
that can affect a project’s acceptance rate and overall success.

External variables are incorporated into the VR-HAM to account for the broader
range of factors that may affect the adoption of VR technology. Age is considered to
analyze generational differences in technology adoption, essential for project
managers to tailor VR solutions that meet the technological fluency of different user
groups. Curiosity measures an individual’s eagerness to engage with new and
advanced technologies, indicating a readiness to adopt innovations that can be critical
during the planning and implementation phases of VR projects.

Past use reflects on how previous experiences with VR or related technologies
can ease the integration process, suggesting that familiarity may enhance user
competence and comfort, thus supporting smoother project transitions. Lastly, price
willingness assesses the financial impact on the decision-making process, highlighting
budgetary considerations that project managers must account for when deciding on
VR implementations.

By integrating these constructs into the established TAM framework, the VR-
HAM offers a more detailed and nuanced understanding of the factors influencing user
attitudes and behaviors towards VR technology adoption, especially regarding
hardware like VR goggles. This expanded model not only aids in a deeper exploration
of the complex nature of technology acceptance but also serves as a valuable tool for
project managers. It enables them to strategize more effectively, ensuring that VR

projects are not only technically feasible but also aligned with user expectations and
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budgetary constraints, thereby enhancing the potential for successful adoption and
integration of VR technologies in various domains.

For this part of the research, a comprehensive two-stage nonprobability
snowball sampling method was utilized to gather data from a diverse group of
respondents, thereby capturing a broad spectrum of perspectives on Virtual Reality
hardware. The first phase of this sampling strategy involved targeted outreach within
the professional networks of the researchers, specifically through the LinkedIn
platform. Individuals identified as having a professional or academic interest in VR
technology were directly contacted and invited to participate in a detailed survey that
focused on their experiences with and perceptions of VR hardware.

Upon agreeing to participate, these initial respondents were then involved in the
second phase of the snowball sampling process. They were asked to share the survey
link with their professional contacts who met specific eligibility criteria set by the
research team to ensure relevance and a potential interest in VR technology. These
criteria were deliberately designed to include individuals who either had firsthand
experience with VR hardware, such as VR goggles, or those with a professional
interest in the technological, educational, or business applications of VR.

The strategic use of this two-stage nonprobability snowball sampling method
was intended to progressively expand the reach to a broader yet relevant segment of
the population, capable of providing insightful contributions to the acceptance and
usage of VR technology. This approach was designed to produce a representative
sample of individuals deeply engaged with or interested in VR, thereby enhancing the
validity and applicability of the research findings. The snowball sampling method
proved particularly beneficial for this study as it exploited existing professional
networks to access a wider and more diverse group of participants, who might
otherwise be difficult to engage through conventional sampling techniques.

Employing the snowball sampling method in project management, particularly
In projects involving innovative technologies like VR, provides critical advantages.

This approach allows project managers to gather in-depth insights from a targeted yet
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expansive network of stakeholders, ensuring that the project’s direction and outcomes
align closely with user expectations and market needs. Furthermore, leveraging
professional networks enhances stakeholder engagement, which is crucial for the
iterative development and successful deployment of new technologies. This method
also aids in identifying potential risks and barriers to adoption early in the project
lifecycle, allowing for more informed decision-making and strategic planning.

In developing the survey instrument for this study, considerable care was taken
to construct a comprehensive tool capable of precisely assessing the constructs
identified in the extended Technology Acceptance Model. The survey was
meticulously crafted by adapting and modifying validated scales to align closely with
the unique characteristics of VR technology acceptance. Core constructs of the
extended TAM, such as perceived usefulness, ease of use, enjoyment, and various
external variables, were operationalized through a series of carefully formulated
questions.

A 5-point Likert scale was utilized to quantitatively measure these constructs,
providing respondents with choices ranging from “strongly disagree” to “strongly
agree”. This scale was instrumental in evaluating participants’ attitudes and
perceptions regarding the usability, utility, and enjoyment of VR hardware, facilitating
a detailed analysis of how these factors influence technology acceptance.

Additionally, the survey featured a specialized section to evaluate price
willingness, presenting respondents with a range of price points to determine the
financial thresholds that might influence their decision to adopt VR technology. This
section aimed to gather insights into price sensitivity, a crucial external factor in VR
acceptance.

Another essential component of the survey was the collection of data on past
usage of VR technology, where respondents were asked to self-report their previous
experiences with VR devices. This information was crucial for understanding how

prior exposure could affect current perceptions and levels of acceptance.
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To ensure the validity and reliability of the survey instrument, the draft version
underwent a rigorous review process involving marketing experts. These specialists
meticulously evaluated the survey content to ensure that each question was clear,
unambiguous, and directly related to the study’s objectives. Their invaluable feedback
was integrated into the final version of the survey, enhancing its structure and content
to maximize clarity, relevance, and engagement from respondents.

This rigorous development process of the survey instrument underscores the
Importance of precise project planning and execution in research involving new
technologies like VR. Project managers can apply similar strategies in their projects by
ensuring that every tool and process is carefully designed to meet the project’s specific
objectives. This includes aligning project resources and activities to capture essential
data that informs project direction and decision-making, ultimately leading to more
successful outcomes.

Furthermore, the integration of feedback from domain experts highlights a
proactive approach to quality assurance in project management. This practice not only
improves the project deliverables but also enhances stakeholder trust and satisfaction,
crucial for the sustained success of projects, especially in fields as dynamic and
rapidly evolving as virtual reality technology.

The VR-HAM suggests that the adoption of virtual reality technology depends
on users’ beliefs about its utility, simplicity, and enjoyment, along with external
influences. This model is based on the subsequent hypotheses:

1. Perceived Usefulness (PU) refers to the extent to which an individual thinks
that utilizing virtual reality technology will improve their work efficiency or
everyday tasks.

2. Perceived Ease of Use (PEOU) indicates how much an individual expects
that operating virtual reality technology will require minimal effort.

3. Perceived Enjoyment (PE) denotes how much using virtual reality
technology 1s considered enjoyable independently of any expected

performance outcomes.
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To quantify the relationships among the constructs of the VR-HAM, the
following formulas are proposed:

- Perceived Usefulness (PU). Formula (2.1) calculates the perceived usefulness
of VR technology, incorporating the influences of PEOU, PE, and a
summation of impacts from external variables such as age, curiosity, past use,
and price willingness. The coefficients f; and [, represent the strength of the
relationships between PEOU and PE on PU, respectively, while
Pext coefficients quantify the impact of each EV (external variable) on PU.

PU = By - PEOU + B - PE 4 ¥ (Buyt - EV), (2.1)

where coefficients 5; and 3, represent the strength of the relationships between

PEOU and PE on PU, respectively, while S,,; coefficients quantify the impact of each
EV (external variable) on PU.

- Perceived Ease of Use (PEOU). Formula (2.2) defines the PEOU of VR
technology, factoring in the effect of PE and the cumulative influence of
external variables. The coefficient y, denotes the impact of PE on PEOU, and
Yext COEfficients measure the influence of external variables on PEOU.

PEOU =y, * PE + ¥ (Yext - EV), (2.2)
where coefficient y; denotes the impact of PE on PEOU, and y,,, coefficients
measure the influence of external variables on PEOU.

- Intention to Use (ITU). Formula (2.3) expresses the intention to use VR
technology, integrating the effects of PU, PEOU, and PE. Coefficients 6, J,,
and &5 represent the strengths of the relationships between PU, PEOU, and PE
on ITU, respectively.

ITU = &8, - PU + 6, - PEOU + &85 - PE, (2.3)
where coefficients §;, &,, and &5 represent the strengths of the relationships
between PU, PEOU, and PE on ITU, respectively.
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- Actual Use (AU). Formula (2.4) calculates the actual use of VR technology
based on the intention to use (ITU). The coefficient {; indicates the degree to
which ITU translates into AU.

AU = ¢, - ITU, (2.4)
where coefficient ; indicates the degree to which ITU translates into AU.

- Modification for External Variables. Formula (2.5) quantifies the
cumulative impact of external variables on the core constructs of the VR-
HAM model. The n,,; coefficients measure the influence of each external
variable, providing a comprehensive view of how factors such as age,
curiosity, past use, and price willingness affect the acceptance and use of VR
technology.

El' = Y Mext " EV, (2.5)

where 7,,; coefficients measure the influence of each external variable,

providing a comprehensive view of how factors such as age, curiosity, past use, and
price willingness affect the acceptance and use of VR technology.

Understanding these mathematical relationships is critical for project managers
overseeing VR technology implementation projects. By comprehending how various
factors influence user acceptance, project managers can tailor their strategies to
address specific barriers and leverage enablers to technology adoption. This theoretical
framework not only assists in predicting the outcomes of introducing VR technologies
but also aids in the strategic planning of training programs, marketing strategies, and
user engagement initiatives that align with the predicted model outputs. Such
alignment ensures that projects are not only executed effectively but also resonate well
with the target audience, thereby maximizing the likelihood of successful technology
integration and adoption.

To address the unique characteristics of Virtual Reality (VR) technology and its
application in business and educational contexts, we propose the Extended VR
Technology Acceptance Model (EVRTAM). This model builds upon the traditional
Technology Acceptance Model (TAM) by incorporating VR-specific constructs and
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considering the distinctive aspects of VR adoption in organizational settings. Figure

2.2 illustrates the EVRTAM, showcasing the interrelationships between various

factors influencing VR acceptance.
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Figure 2.2 — Extended VR Technology Acceptance Model (EVRTAM)

The EVRTAM expands on the core constructs of perceived usefulness (PU) and

perceived ease of use (PEOU) from the original TAM, introducing several new

elements crucial to understanding VR adoption. Perceived enjoyment (PE) is included

as a key factor, recognizing the immersive and often entertaining nature of VR

experiences. The model also incorporates social influence (SI) and facilitating

conditions (FC), acknowledging the importance of organizational and peer support in

VR implementation.

A significant addition to the EVRTAM is the presence/immersion (Pl)

construct, which captures the unique ability of VR to create a sense of "being there™ in

a virtual environment. This factor directly influences both perceived usefulness and

perceived enjoyment, reflecting the critical role of immersion in VR effectiveness.
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The model also addresses potential barriers to VR adoption, including
cybersickness resistance (CS) and data privacy concerns (DP). These factors can
significantly impact users' willingness to engage with VR technology, especially in
professional and educational settings where prolonged use may be required.

Technological compatibility (TC) is introduced as a crucial factor, particularly
relevant in business and educational contexts where VR must integrate seamlessly
with existing systems and workflows. This construct influences both perceived ease of
use and perceived usefulness, highlighting the importance of VR's alignment with
current technological ecosystems.

The EVRTAM also considers individual differences through the
innovativeness/experience (IE) construct, recognizing that personal traits and prior
experience with similar technologies can significantly affect perceptions of VR's ease
of use and usefulness.

As in the original TAM, these factors collectively influence the behavioral
intention to use (Bl) VR technology, which in turn predicts actual use (AU). This
relationship between intention and actual use is particularly important in
organizational settings, where the gap between intended and actual adoption can have
significant implications for ROI and strategic technology implementation.

By incorporating these VR-specific constructs and relationships, the EVRTAM
provides a more comprehensive and nuanced framework for understanding VR
acceptance in business and educational environments. This model can guide
researchers in formulating more targeted hypotheses about VR adoption and assist
practitioners in developing strategies to enhance VR acceptance and effective
implementation in their organizations.

The EVRTAM's holistic approach to VR acceptance acknowledges the
multifaceted nature of VR technology and its potential impacts on users and
organizations. By considering a broader range of factors, from technological

characteristics to individual and organizational contexts, this model offers a robust
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foundation for future research and practical applications in the rapidly evolving field

of VR technology adoption.

2.2. Advanced Factors in VR Technology Acceptance for Business and

Educational Applications

The evolving landscape of VR technology necessitates a more nuanced
approach to understanding user acceptance. While the core constructs of perceived
usefulness (PU) and perceived ease of use (PEOU) remain fundamental, the
immersive and experiential nature of VR introduces additional complexities. The
concept of presence, which refers to the subjective experience of being in one place or
environment even when physically situated in another, becomes a critical factor in VR
acceptance. This sense of presence can significantly influence both PU and PEOU, as
users who experience a higher degree of presence may find the VR environment more
useful and easier to navigate.

Moreover, the role of embodiment in VR adds another layer to the acceptance
model. Unlike traditional technologies, VR often involves the user adopting a virtual
body or avatar. This embodiment can affect the user’s perception of self and their
interactions within the virtual environment. Research in embodied cognition suggests
that the characteristics of one’s avatar can influence behavior, decision-making, and
even cognitive processes. Consequently, the extent to which users identify with and
feel comfortable in their virtual embodiment may be a crucial factor in VR acceptance,
particularly in educational and business contexts where self-representation can impact
performance and interpersonal dynamics.

The concept of technological self-efficacy, originally proposed by Bandura and
later adapted to information systems research, takes on new dimensions in the context
of VR [87]. Users’ beliefs about their ability to successfully use VR technology can
significantly impact their willingness to adopt it. In educational settings, students’

technological self-efficacy regarding VR may influence their engagement with virtual
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learning environments and their perceived ability to achieve learning outcomes
through these platforms. Similarly, in business contexts, employees’ VR self-efficacy
could affect their willingness to participate in virtual meetings, training sessions, or
collaborative design processes.

The social aspect of VR introduces another critical dimension to the acceptance
model. Unlike many traditional technologies that are used individually, VR often
involves social interaction in shared virtual spaces. This social component can
influence acceptance through mechanisms such as social presence (the feeling of being
with others in a virtual environment) and social influence (the impact of others'
opinions and behaviors on one’s own technology adoption decisions). In educational
contexts, the quality of social interactions in virtual classrooms or collaborative
learning environments may significantly impact students’ acceptance and continued
use of VR technology. In business settings, the effectiveness of virtual team
collaborations and the perceived social presence in VR meetings could be crucial
factors in organizational adoption decisions.

The concept of flow, originally proposed by Csikszentmihalyi [90], also plays a
significant role in VR acceptance, particularly in educational and training applications.
Flow refers to a state of complete absorption in an activity, characterized by a sense of
energized focus, full involvement, and enjoyment. VR environments have the potential
to create highly immersive experiences that can induce flow states, potentially
enhancing learning outcomes and task performance. The ability of VR applications to
facilitate flow experiences may therefore be an important factor in their acceptance
and continued use.

The extended TAM for VR must also consider the potential negative aspects of
VR use, which could impact acceptance. Issues such as cybersickness (a form of
motion sickness induced by VR), eye strain, and the potential for addiction or
escapism need to be factored into the model. These potential drawbacks may influence
users’ perceptions of the technology’s usefulness and ease of use, as well as their

attitudes towards long-term adoption.
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In the context of business adoption, the concept of organizational readiness
becomes crucial. This encompasses not only the technological infrastructure required
to support VR implementation but also the organizational culture and employee
attitudes towards technological innovation. The extended TAM should consider
factors such as management support, resource allocation, and the alignment of VR
capabilities with organizational goals and strategies.

The role of training and support in VR acceptance cannot be overstated. Given
the novelty and complexity of VR systems, particularly in early stages of adoption, the
availability and quality of training programs can significantly influence users’
perceptions of ease of use and, consequently, their acceptance of the technology. In
both educational and business contexts, well-designed onboarding processes and
ongoing support mechanisms may be critical factors in successful VR adoption.

The concept of perceived behavioral control, derived from the Theory of
Planned Behavior, is another important consideration in the extended TAM for VR
[91]. This refers to an individual’s perception of the ease or difficulty of performing a
particular behavior, in this case, using VR technology. In the context of VR, perceived
behavioral control may be influenced by factors such as the perceived complexity of
VR hardware and software, the user’s physical environment and available space for
VR use, and the perceived compatibility of VR with existing work or study practices.

The extended TAM should also consider the role of experiential factors in VR
acceptance. Unlike many traditional technologies where functionality is the primary
concern, the quality of the user experience is paramount in VR. Factors such as the
fidelity of graphics, the naturalness of interactions, and the overall immersive quality
of the VR environment may significantly influence user acceptance. In educational
contexts, the ability of VR to create engaging and memorable learning experiences
may be a key factor in its acceptance by both students and educators. In business
settings, the capacity of VR to facilitate more engaging presentations, more effective
product visualizations, or more immersive training experiences may drive acceptance

and adoption.
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The concept of technology-task fit, originally proposed by Goodhue and
Thompson, is particularly relevant in the context of VR adoption in business and
education [92]. This theory suggests that technology adoption and use depend on how
well the technology’s capabilities match the requirements of the task at hand. In
extending the TAM for VR, it’s crucial to consider how well VR technology aligns
with specific educational objectives or business processes. The perceived fit between
VR capabilities and task requirements may significantly influence perceptions of
usefulness and, consequently, acceptance and adoption.

The role of individual differences in VR acceptance should not be overlooked.
Factors such as age, gender, prior technology experience, cognitive style, and
personality traits may all influence how individuals perceive and interact with VR
technology. For example, research has shown that factors such as spatial ability and
immersive tendency (the propensity to become immersed in activities) can affect user
performance and satisfaction in VR environments. Incorporating these individual
difference factors into the extended TAM can provide a more nuanced understanding
of VR acceptance patterns across diverse user populations.

In the context of educational VR applications, the extended TAM should
consider pedagogical factors. The perceived alignment of VR technology with
established learning theories and instructional design principles may influence
educators’ acceptance and adoption decisions. Factors such as the ability to support
different learning styles, facilitate active learning, provide immediate feedback, and
enable experiential learning may all contribute to the perceived usefulness of VR in
educational contexts.

For business applications, the extended TAM should incorporate considerations
of return on investment and competitive advantage. The perceived potential of VR to
deliver tangible business benefits, such as increased productivity, reduced costs, or
enhanced customer engagement, may be critical factors in organizational acceptance

and adoption decisions. Moreover, the potential of VR to provide a competitive edge
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by enabling new forms of product development, customer interaction, or operational
efficiency may drive adoption even in the face of implementation challenges.

In conclusion, extending the Technology Acceptance Model for VR in business
and education contexts requires a multifaceted approach that considers the unique
characteristics of VR technology, the specific needs and constraints of educational and
business environments, and the complex interplay of individual, social, and
organizational factors that influence technology adoption. By incorporating these
diverse elements, the extended TAM can provide a more comprehensive and nuanced
understanding of VR acceptance, guiding both research and practice in this rapidly
evolving field.

To comprehensively understand the complex dynamics of Virtual Reality (VR)
technology adoption in business and educational settings, we propose the Advanced
VR Acceptance Factors Model (AVRAFM). This model extends beyond traditional
technology acceptance frameworks by incorporating a multifaceted approach
specifically tailored to the unique characteristics of VR and its applications in
organizational contexts. Figure 2.3 illustrates the AVRAFM, showcasing the intricate

relationships between various factors influencing VR acceptance.
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Figure 2.3 — Advanced VR Acceptance Factors Model (AVRAFM)

The AVRAFM categorizes the determinants of VR acceptance into four primary
dimensions: Technological Factors, Organizational Factors, Individual Factors, and
Contextual Factors. Each of these dimensions encompasses several key elements that
collectively shape the overall acceptance and adoption of VVR technology.

Technological Factors in the AVRAFM focus on the inherent characteristics of
VR systems that directly impact user experience and functionality. These include
Immersion Quality, which refers to the degree of sensory fidelity and presence
achieved in the VR environment; Interactivity Level, reflecting the extent and

naturalness of user interactions within the virtual space; Hardware Ergonomics,
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addressing the comfort and usability of VR devices during extended use; and Software
Reliability, which encompasses the stability and performance of VR applications.

Organizational Factors recognize the crucial role of the institutional
environment in facilitating VR adoption. This dimension includes Organizational
Culture, assessing the degree to which the organizational ethos supports innovation
and technology adoption; Management Support, reflecting the level of endorsement
and resource allocation from leadership for VR initiatives; Training Resources, which
considers the availability and quality of VR user training programs; and IT
Infrastructure, evaluating the robustness of existing systems to support VR integration.

Individual Factors in the AVRAFM acknowledge the significant impact of user
characteristics on VR acceptance. These factors include Technology Self-Efficacy,
measuring an individual's belief in their ability to effectively use VR technology;
Cognitive Absorption, which assesses the extent to which users become fully engaged
in VR experiences; Personal Innovativeness, reflecting an individual's willingness to
embrace new technologies; and Prior VR Experience, considering the user's
familiarity with VR or similar immersive technologies.

Contextual Factors address the broader environmental and situational aspects
that influence VR adoption. This dimension encompasses Task-Technology Fit,
evaluating how well VR capabilities align with specific business or educational task
requirements; Perceived Cost-Benefit, assessing the value proposition of VR in terms
of investment versus returns; Industry Norms, considering the prevalence and
acceptance of VR within specific sectors; and Regulatory Environment, addressing
legal and compliance considerations surrounding VR use in various contexts.

The AVRAFM posits that these four dimensions collectively influence overall
VR Acceptance, which in turn affects the Behavioral Intention to use VR technology.
This intention ultimately translates into Actual Use in business and educational
settings, completing the adoption cycle.

By integrating these diverse factors, the AVRAFM offers a nuanced and

comprehensive framework for understanding VR acceptance in organizational
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contexts. It recognizes that successful VR adoption is not solely determined by
technological features but is deeply influenced by organizational dynamics, individual
user characteristics, and broader contextual factors.

This model provides valuable insights for both researchers and practitioners. For
researchers, it offers a structured approach to investigating the multifaceted nature of
VR acceptance, enabling more targeted and comprehensive studies. For practitioners,
the AVRAFM serves as a strategic tool for identifying potential barriers and drivers of
VR adoption, allowing for more effective planning and implementation of VR
initiatives.

The AVRAFM's holistic approach enables organizations to develop tailored
strategies that address the full spectrum of factors influencing VR acceptance. By
considering technological, organizational, individual, and contextual dimensions,
institutions can create more supportive environments for VR adoption, design more
effective training programs, and align VR implementations with specific task
requirements and industry norms.

In conclusion, the Advanced VR Acceptance Factors Model provides a robust
framework for navigating the complexities of VR adoption in business and educational
settings. Its comprehensive nature reflects the multifaceted challenges and
opportunities presented by VR technology, offering a valuable tool for advancing our
understanding and enhancing the successful implementation of VR in diverse

organizational contexts.

2.3. Advanced Human-Computer Interaction Models for VR Systems
Development of Human-Computer Interaction Model. The integration of

Human-Computer Interaction within Virtual Reality environments is pivotal for

creating immersive and effective experiences. The core components of the HCI model,
including User Interface Design (UID), User Experience Optimization (UXO), Natural
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Language Processing (NLP), and Gesture Recognition (GR), among others, interact

intricately to ensure a seamless and intuitive VR environment (fig. 2.4).
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Figure 2.4 — Human-Computer Interaction (HCI) Model for VR Systems

User Interface Design (UID). The process of designing the layout and
interactive elements of the VR environment. UID significantly affects and is
influenced by UXO, Interaction Design (ID), Usability Testing (UT), Accessibility
Considerations (AC), and NLP. Effective UID ensures that the user can interact
intuitively with the VR system, enhancing overall usability and accessibility. For
instance, UXO relies on well-designed interfaces to deliver a satisfying user

experience, while NLP enhances the interface by enabling voice interactions. Studies
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by Y. Liu have shown that intuitive interface design is crucial for user satisfaction and
engagement [28].

User Experience Optimization (UXO). Enhancing the overall experience of the
user within the VR environment. UXO influences and is influenced by Personalization
Algorithms (PA), Emotional Engagement (EE), Immersive Content Development
(ICD), and Real-Time Data Processing (RTDP). Optimizing user experience involves
creating personalized, engaging, and responsive VR environments. As L. Bhardwaj
notes, the complexity of integrating these elements can lead to performance issues if
not managed properly [33].

Natural Language Processing (NLP). The use of NLP to enable voice-based
interactions within the VR environment. Enhances UID and Context-Aware Systems
(CAS). NLP allows users to interact with VR systems using natural language, making
interactions more intuitive and contextually relevant. This is particularly important for
accessibility and enhancing user engagement, as highlighted by Z. Chen [27].

Gesture Recognition (GR). Using gestures to interact with the VR environment.
Improves ID and RTDP. Gesture recognition facilitates natural interactions, allowing
users to perform tasks using hand and body movements, thereby enhancing the realism
of the VR experience. Z. Chen emphasizes that ensuring seamless gesture recognition
across different contexts remains a significant challenge [27].

Machine Learning Integration (MLI). Incorporating machine learning to
personalize and adapt VR experiences in real-time. Vital for PA, Adaptive Learning
Systems (ALS), and RTDP. Machine learning algorithms analyze user behavior and
preferences to adapt the VR environment, providing personalized experiences. S. R.
Sabbella discusses the balance needed between personalization and data privacy [37].

User Feedback Mechanism (UFM). Collecting user feedback to improve VR
experiences. Feeds into PA and ALS. User feedback is essential for continuously
improving the VR system, ensuring it meets user needs and expectations. This
iterative improvement process is crucial for maintaining user satisfaction, as noted by
S. R. Sabbella [37].
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Personalization Algorithms (PA). Algorithms that tailor the VR experience to
individual users. Dependent on UXO, MLI, and UFM. Personalization algorithms use
data from various sources to create unique user experiences. This personalized
approach enhances user engagement and satisfaction, as observed by L. Bhardwaj
[33].

Adaptive Learning Systems (ALS). Systems that adapt learning content based on
user performance. Relies on MLI and UFM. Adaptive learning systems adjust the
difficulty and content of educational materials in VR, enhancing learning outcomes.
This adaptability is essential for effective educational simulations, as discussed by F.
Argelaguet [45].

Immersive Content Development (ICD). Creating engaging and realistic VR
content. Influences UXO and Scenario-Based Simulations (SBS). High-quality content
Is essential for user engagement and effective learning or training scenarios. F.
Argelaguet highlights the resource-intensive nature of developing high-fidelity VR
content [45].

Real-Time Data Processing (RTDP). Processing data in real-time to adapt the
VR environment. Essential for GR, MLI, Performance Optimization (PO), and Data
Security and Privacy (DSP). Real-time processing ensures that the VR environment
responds immediately to user actions, maintaining immersion and functionality. S. R.
Sabbella emphasizes the importance of balancing real-time processing with data
security [37].

Interaction Design (ID). Designing how users will interact with the VR
environment. Key to UID, GR, and SBS. Effective interaction design is crucial for
intuitive and efficient user interactions within the VR environment. Y. Liu’s research
indicates that well-designed interactions are key to a positive user experience [28].

Usability Testing (UT). Ensuring that the VR system is user-friendly. Affects
UID, AC, and UFM. Usability testing identifies issues in the VR system, ensuring it is
accessible and easy to use. S. Simmons emphasizes the importance of extensive

usability testing for inclusive design [44].
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Accessibility Considerations (AC). Making the VR system accessible to all
users. Interacts with UID, UT, and CAS. Ensuring accessibility means that the VR
system can be used by people with varying abilities and needs. S. Simmons notes that
addressing diverse needs is essential for inclusive VR systems [44].

Emotional Engagement (EE). Enhancing user involvement through emotionally
engaging content. Influences UXO. Emotional engagement ensures that users are not
only using the VR system but are also emotionally connected to the experience. L.
Bhardwaj’s work highlights the role of emotional engagement in user satisfaction [33].

Context-Aware Systems (CAS). Systems that adapt based on the user’s context.
Dependent on NLP, AC, and SBS. Context-aware systems adjust the VR environment
based on the user’s location, time, and other contextual factors. Z. Chen’s research
underscores the importance of context-aware adaptations for immersive experiences
[27].

Virtual Environment Fidelity (VEF). Ensuring the virtual environment closely
replicates reality. Affects ICD and PO. High fidelity in VR environments enhances
realism and immersion. F. Argelaguet points out that maintaining high fidelity is often
technically challenging but crucial for immersion [45].

Performance Optimization (PO). Enhancing the performance of the VR system.
Relies on RTDP, VEF, and DSP. Performance optimization ensures that the VR
system runs smoothly and efficiently. S. R. Sabbella discusses the importance of
performance in maintaining user immersion [37].

Data Security and Privacy (DSP). Protecting user data within the VR
environment. Ensures RTDP and PO. Ensuring data security and privacy is critical for
user trust and system integrity. S. R. Sabbella emphasizes that balancing data security
with real-time processing is crucial [37].

Collaboration Tools (CT). Enabling collaborative interactions within the VR
environment. Integrated with SBS. Collaboration tools allow multiple users to interact
and work together within the VR environment. L. Bhardwaj’s research indicates that

collaboration enhances learning and productivity [33].
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Scenario-Based Simulations (SBS). Providing interactive scenarios for training
and education. Depends on ICD, ID, CAS, and CT. Scenario-based simulations are
essential for training and educational purposes, offering realistic and practical
experiences. F. Argelaguet emphasizes the effectiveness of scenario-based learning in
VR environments [45].

Data Storage and Retrieval Database (DSRD). The Data Storage and Retrieval
Database (DSRD) is essential for managing and storing vast amounts of user
Interaction data, content assets, and context data. It supports components like User
Interface Design, User Experience Optimization, and Immersive Content
Development by providing access to templates, logs, and interaction histories,
ensuring a cohesive and user-friendly VR environment.

Machine Learning and Personalization Database (MLPD). The Machine
Learning and Personalization Database (MLPD) is crucial for storing machine
learning models, training data, and personalization algorithms. It aids in delivering
tailored VR experiences by supporting components like Machine Learning Integration,
Personalization Algorithms, and Adaptive Learning Systems, enabling real-time
personalization and adaptive learning based on user interactions and feedback.

Real-Time Processing and Performance Database (RTPPD). The Real-Time
Processing and Performance Database (RTPPD) handles real-time data streams,
performance metrics, and security logs. It ensures the VR environment’s efficiency
and security by supporting Real-Time Data Processing, Performance Optimization,
and Data Security and Privacy components, facilitating quick data processing,
performance enhancements, and safeguarding user data within the system.

The development of a Natural Language Processing method for enhancing
Human-Computer Interaction within Virtual Reality systems involves several critical
steps. This comprehensive approach includes designing the NLP framework,
establishing interaction protocols, implementing the necessary algorithms, and

incorporating machine learning techniques to optimize performance.
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First, we need to establish a robust NLP framework that can handle the unique
challenges posed by VR environments. This involves defining the types of voice
commands and interactions that the system must understand. For instance, the system
should be able to process commands for navigation, object manipulation, and
information retrieval within the VR space. This requires a comprehensive
understanding of natural language semantics and context.

The next step is to create detailed interaction protocols. These protocols define
how the system responds to various commands and how it maintains the context of
interactions. For instance, when a user says, “Show me the next slide”, the system
must understand that this command refers to the current presentation context. This
involves maintaining a session state that keeps track of the ongoing activities and their
respective contexts.

Implementing the NLP algorithms requires selecting appropriate models and
training them on relevant datasets. One common approach is to use sequence-to-
sequence models, such as Recurrent Neural Networks (RNNSs) or their more advanced
variant, Long Short-Term Memory (LSTM) networks [2; 24; 25; 63; 68]. These
models are well-suited for processing sequential data like speech. The input to these
models is a sequence of words or phonemes, and the output is a corresponding
sequence of actions or responses. The training process involves feeding the model
with large datasets of annotated speech interactions, allowing it to learn the mapping
between speech patterns and actions.

Mathematically, let X = (xq, x5, ..., x,,) represent the sequence of input words,
and Y = (y4, 2, ..., ¥;m) represent the sequence of actions or responses. The goal of
the model is to learn the conditional probability distribution P(Y|X). This is typically
achieved by maximizing the log-likelihood of the training data (Formula 2.6):

L£(0) = I, logP(¥;|X;; ) (2.6)
where 6 represents the model parameters, and N is the number of training
examples. The model parameters 6 are updated using gradient-based optimization

methods like stochastic gradient descent (SGD).
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To further enhance the model’s performance, we can incorporate attention
mechanisms. Attention mechanisms allow the model to focus on relevant parts of the
input sequence when generating each part of the output sequence. The attention
mechanism computes a context vector ¢, for each output time step ¢, which is a
weighted sum of the input representations (Formula 2.7):

Cr = Xi=1 il (2.7)
where h; are the hidden states of the input sequence, and a,; are the attention

weights computed as Formula 2.8:

Q= exp (et,) (2.8)

n_ exp (eck)

where e, ; is computed using a compatibility function, such as the dot product

between the decoder hidden state and the encoder hidden state (Formula 2.9):
i =S¢ hy (2.9)
where s; is the decoder hidden state at time step t. The context vector c, is then
used to generate the output y, (Formula 2.10):
Ve = 9(St, Ct) (2.10)
where g is a function that combines the decoder state and the context vector to
produce the final output.

In addition to the model implementation, it’s essential to establish protocols for
continuous learning and adaptation. This involves collecting user interactions and
feedback during actual VR sessions and using this data to fine-tune the model.
Techniques like reinforcement learning can be employed, where the model is
rewarded for correct actions and penalized for incorrect ones. The reward function can
be defined based on user satisfaction metrics, such as the accuracy and speed of
executing commands.

Moreover, integrating NLP with other HCI components, such as Gesture
Recognition (GR) and Context-Aware Systems (CAS), enhances the overall
interaction experience. For example, combining voice commands with gesture inputs

allows users to perform complex actions more naturally. The system can also use
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contextual information, such as the user’s location and the current task, to interpret
commands more accurately.

The development of advanced Human-Computer Interaction models for VR
systems represents a paradigm shift in the way we conceptualize and design interfaces
for immersive digital environments. This evolution is particularly significant in the
realms of business process modeling and educational tools, where the potential for VR
to revolutionize traditional practices is immense. The complexity of these models
stems from the multifaceted nature of VR interactions, which encompass not only
visual and auditory stimuli but also haptic feedback, spatial awareness, and embodied
cognition.

One of the primary challenges in developing HCI models for VR systems lies in
the integration of multimodal interaction paradigms. Unlike traditional computer
interfaces, which primarily rely on visual displays and simple input devices, VR
environments must seamlessly blend various sensory inputs and outputs to create a
cohesive and intuitive user experience. This necessitates a holistic approach to
interface design that considers the interplay between visual, auditory, and haptic
modalities, as well as the spatial and temporal aspects of user interactions within the
virtual space.

The concept of embodied cognition plays a crucial role in shaping HCI models
for VR systems. This theoretical framework posits that cognitive processes are deeply
rooted in the body’s interactions with the world, a notion that takes on new dimensions
in virtual environments where the user’s physical body is represented by a digital
avatar. The design of VR interfaces must therefore account for the ways in which
users perceive and interact with their virtual bodies, as this can significantly impact
their cognitive processes, decision-making abilities, and overall engagement with the
virtual environment.

In the context of business process modeling, advanced HCI models for VR
systems must address the unique challenges posed by the visualization and

manipulation of complex, abstract data structures. Traditional two-dimensional
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representations of business processes often struggle to convey the full complexity and
interconnectedness of modern organizational systems. VR offers the potential to create
Immersive, three-dimensional visualizations that allow users to intuitively navigate
and manipulate these complex data structures. However, realizing this potential
requires the development of novel interaction paradigms that leverage the spatial and
embodied aspects of VR to enhance user understanding and decision-making
processes.

The incorporation of natural language processing and gesture recognition
technologies into VR HCI models represents another frontier in the evolution of these
systems. By enabling users to interact with virtual environments through speech and
natural body movements, these technologies have the potential to dramatically reduce
the learning curve associated with VR interfaces and make them more accessible to a
wider range of users. However, the integration of these technologies also introduces
new challenges, such as the need to accurately interpret user intent in three-
dimensional space and the potential for gesture conflicts in multi-user environments.

The development of adaptive and context-aware interfaces represents a key area
of focus in advanced HCI models for VR systems. These intelligent interfaces have
the capacity to dynamically adjust their behavior and presentation based on user
preferences, task requirements, and environmental conditions. In educational contexts,
for example, adaptive VR interfaces could tailor the complexity and pacing of learning
materials to match the individual needs and learning styles of each student. In business
applications, context-aware interfaces could automatically configure themselves to
support specific tasks or decision-making processes, enhancing productivity and
reducing cognitive load.

The concept of presence, or the subjective feeling of being in a virtual
environment, is central to the design of effective HCI models for VR systems.
Achieving a high degree of presence requires careful attention to factors such as visual
fidelity, audio spatialization, haptic feedback, and interaction latency. Advanced HCI

models must therefore incorporate sophisticated techniques for managing these factors
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in real-time, balancing the need for immersion with the computational constraints of
current VR hardware.

Collaborative VR environments present unique challenges and opportunities for
HCI model development. These shared virtual spaces must support natural and
Intuitive interactions between multiple users, potentially distributed across different
physical locations. Advanced HCI models for collaborative VR environments must
address issues such as avatar representation, social presence, turn-taking in
conversations, and shared manipulation of virtual objects. The design of these
interfaces requires a deep understanding of social psychology and group dynamics, in
addition to technical expertise in VR systems.

The integration of artificial intelligence (Al) and machine learning (ML)
techniques into HCI models for VR systems offers the potential for more sophisticated
and responsive interfaces. Al-powered virtual agents could serve as intelligent
assistants within VR environments, helping users navigate complex information
spaces or providing real-time guidance and feedback. Machine learning algorithms
could be employed to analyze user behavior patterns and preferences, allowing VR
interfaces to continuously adapt and improve over time.

Ethical considerations play a crucial role in the development of advanced HCI
models for VR systems, particularly in educational and business contexts. Issues such
as data privacy, user autonomy, and the potential for addiction or escapism must be
carefully addressed in the design of VR interfaces. Additionally, the immersive nature
of VR raises new ethical questions about the boundaries between virtual and physical
reality, and the potential psychological impacts of prolonged exposure to highly
realistic virtual environments.

The development of standardized evaluation metrics and methods represents a
critical challenge in the advancement of HCI models for VR systems. Traditional
usability testing methods may not adequately capture the unique aspects of VR
interactions, necessitating the development of new approaches that can assess factors

such as presence, embodiment, and spatial cognition. Standardized evaluation
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frameworks would not only facilitate the comparison of different VR interface designs
but also contribute to the establishment of best practices and design guidelines for VR
HCI.

The concept of embodied interaction, which emphasizes the role of the body in
shaping cognitive processes and user experiences, has significant implications for the
design of VR interfaces. Advanced HCI models must consider how users’ physical
movements and gestures can be leveraged to create more intuitive and engaging
interactions within virtual environments. This may involve the development of novel
input devices that can accurately track fine motor movements, as well as the design of
virtual interfaces that respond dynamically to users’ physical actions and postures.

The integration of haptic feedback technologies represents another frontier in
the development of advanced HCI models for VR systems. Haptic interfaces have the
potential to greatly enhance the sense of presence and immersion in virtual
environments by providing tactile and force feedback to users. However, the effective
integration of haptic feedback into VR interfaces presents significant technical and
design challenges, including the need for high-fidelity force rendering, low-latency
response times, and the development of intuitive haptic interaction paradigms.

In conclusion, the development of advanced Human-Computer Interaction
models for VR systems in business and educational contexts represents a complex and
multifaceted challenge that draws upon diverse fields including computer science,
cognitive psychology, human factors engineering, and social psychology. As VR
technology continues to evolve and mature, these HCI models will play a crucial role
in shaping the future of immersive digital environments and their applications across
various domains. The ongoing refinement and innovation in this field hold the promise
of creating more intuitive, engaging, and effective VR interfaces that can revolutionize

the way we learn, work, and interact in virtual spaces.
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Conclusions to chapter 2

1. A novel information technology integrating VR-BPMN has been designed
and implemented, enhancing business process visualization and analysis.
This technology represents a significant paradigm shift in interface design
and user experience optimization, addressing complex applications in
business process modeling and educational tools. This conclusion directly
addresses the task of designing and implementing a novel information
technology that integrates VR-BPMN.

2. Advanced methods for natural language processing and gesture recognition
have been developed within the proposed information technology. These
methods, along with eye-tracking and other modalities, create more intuitive
and immersive VR experiences, significantly improving human-computer
interaction in VR interfaces. The incorporation of Al and machine learning
algorithms further enhances the adaptability and personalization of these
interfaces. This conclusion relates to the task of developing advanced
methods for natural language processing and gesture recognition.

3. The Technology Acceptance Model has been successfully extended and
improved to accommodate the unique characteristics of VR technology. The
new VR Hardware Acceptance Model (VR-HAM) incorporates additional
constructs such as perceived enjoyment and external variables like age,
curiosity, past use, and price willingness. This improved model provides a
more nuanced understanding of factors influencing VR adoption in
organizational settings, addressing the task of improving the Technology
Acceptance Model.

4. A comprehensive information technology solution for implementing VR in
business and educational contexts has been developed. This solution
addresses the full lifecycle from assessment to continuous evaluation,

considering factors such as presence, ethical considerations, and accessibility
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issues. The integration of VR with other emerging technologies like Al, 10T,
and 5G networks opens up new possibilities for creating sophisticated and
responsive virtual environments. This conclusion relates to the task of
developing a comprehensive IT solution for VR implementation.

. The research has identified critical factors for the widespread adoption of VR
technology, including ethical considerations and accessibility issues. These
findings provide a foundation for developing practical advice for
organizations considering the introduction of VR in educational spaces,
particularly in B2B and B2C environments. This addresses the task of

developing practical advice for organizations.
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CHAPTER 3. EVALUATION METHODS AND DECISION-MAKING
MODELS FOR IMPLEMENTING VR IN BUSINESS PROCESSES AND
EDUCATION

3.1. Structural Equation Modeling for Assessing VR Acceptance

In order to rigorously test the hypotheses formulated from the extended
Technology Acceptance Model, this study adopts a sophisticated analytical approach
known as Structural Equation Modeling. Utilizing the “lavaan package” within the R
statistical software environment, SEM is employed as a powerful statistical technique
to explore and elucidate the complex interrelations among the various constructs of the
extended TAM. This methodological choice is predicated on SEM’s ability to
concurrently estimate multiple and interrelated dependence relationships, thereby
facilitating a comprehensive analysis of the causal pathways within the hypothesized
model.

The employment of SEM in this context is particularly apt given its capacity to
handle complex model structures, including those with latent variables that represent
abstract concepts like perceived usefulness, ease of use, and enjoyment, which are
central to the extended TAM. Through this approach, the study endeavors to uncover
the underlying dynamics that govern the acceptance of VR technology, elucidating
how each construct contributes to shaping user attitudes and behavioral intentions.

In project management, particularly in projects involving the implementation of
new technologies like VR, understanding these dynamics is crucial. The insights
gained from the SEM analysis can inform project leaders about the key factors that
influence technology adoption, enabling them to devise more effective strategies for
managing change and fostering technology acceptance among stakeholders.

To ensure the methodological rigor and reliability of the SEM analysis, the
study meticulously evaluates the model fit by employing a suite of fit indices. These

indices include the chi-square to degrees of freedom ratio (y%2/df), which provides a
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basic measure of model fit relative to the model’s complexity; the Comparative Fit
Index (CFI) and the Tucker-Lewis Index (TLI), both of which compare the fit of the
hypothesized model against a baseline null model; the Root Mean Square Error of
Approximation (RMSEA), which assesses the fit per degree of freedom, accounting
for model complexity; and the Standardized Root Mean Square Residual (SRMR),
which measures the average discrepancy between the observed and predicted
correlations.

Applying these indices allows the research team to determine how well the
proposed model represents the observed data. A good model fit, indicated by low
y2/df, RMSEA, SRMR values, and high CFI and TLI values, confirms the robustness
of the SEM analysis and the validity of the findings. Such substantiation enhances the
credibility of the hypothesized determinants of VR technology acceptance and
underscores the study’s commitment to empirical rigor. This comprehensive
evaluation not only supports the project’s scientific foundation but also ensures that
project management decisions are based on validated data, enhancing the likelihood of
successful technology adoption and integration.

The application of Structural Equation Modeling in assessing Virtual Reality
acceptance represents a sophisticated analytical approach that allows researchers to
delve deep into the complex interrelationships between various factors influencing
technology adoption. This methodological framework offers a nuanced understanding
of the multifaceted nature of VR acceptance, particularly in the context of business
processes and educational environments. The utilization of SEM in this domain
extends beyond simple correlation analyses, providing a robust platform for testing
hypothesized causal relationships and evaluating the overall fit of theoretical models
to observed data.

The implementation of SEM in VR acceptance studies necessitates a meticulous
approach to model specification, data collection, and analysis. The process begins with
the formulation of a theoretical model that encapsulates the hypothesized relationships

between latent constructs such as perceived usefulness, perceived ease of use, and
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behavioral intention to use VR technology. These constructs, which are not directly
observable, are operationalized through measurable indicator variables, typically in the
form of survey items or behavioral metrics. The specification of the measurement
model, which defines the relationships between latent variables and their indicators, is
a critical step in the SEM process, as it forms the foundation for subsequent analyses.

One of the primary advantages of SEM in assessing VR acceptance lies in its
ability to simultaneously estimate multiple interdependent relationships while
accounting for measurement error. This capability is particularly valuable in the
context of VR research, where the constructs of interest are often abstract and
multidimensional. For instance, the concept of “immersion” in VR environments,
which plays a crucial role in user acceptance, can be conceptualized as a latent
variable influenced by various observable factors such as visual fidelity, interactivity,
and presence. SEM allows researchers to model these complex relationships and
estimate their relative strengths, providing insights into the key drivers of VR
acceptance.

The application of SEM in VR acceptance studies also facilitates the integration
of multiple theoretical perspectives. By incorporating constructs from various
acceptance models, such as the Technology Acceptance Model, the Unified Theory of
Acceptance and Use of Technology (UTAUT), and the Innovation Diffusion Theory,
researchers can develop more comprehensive frameworks for understanding VR
adoption. This integrative approach is particularly relevant in the rapidly evolving
field of VR, where traditional technology acceptance models may need to be
augmented to capture the unique characteristics of immersive technologies.

The estimation of SEM models for VR acceptance typically employs
sophisticated statistical techniques such as maximum likelihood estimation or partial
least squares. These methods allow for the simultaneous estimation of all model
parameters, taking into account the covariance structure of the observed data. The
choice of estimation method depends on various factors, including sample size,

distribution assumptions, and model complexity. In the context of VR research, where

113



sample sizes may be limited due to the novelty of the technology, careful
consideration must be given to the selection of appropriate estimation techniques to
ensure the reliability and validity of the results.

One of the key strengths of SEM in assessing VR acceptance is its ability to test
for measurement invariance across different groups or contexts. This is particularly
relevant in cross-cultural studies or comparisons between different user populations,
such as students and business professionals. By establishing measurement invariance,
researchers can ensure that the constructs in their VR acceptance models are
interpreted similarly across groups, allowing for meaningful comparisons of structural
relationships. This capability is crucial for developing generalizable theories of VR
acceptance that can inform both research and practice across diverse settings.

The evaluation of model fit in SEM analyses of VR acceptance involves the
consideration of multiple fit indices, each providing unique information about how
well the hypothesized model aligns with the observed data. Commonly used fit indices
include the chi-square test, comparative fit index (CFI), Tucker-Lewis index (TLI),
root mean square error of approximation (RMSEA), and standardized root mean
square residual (SRMR). The interpretation of these indices requires a nuanced
understanding of their strengths and limitations, as well as consideration of the
specific context of VR acceptance research. For instance, the sensitivity of the chi-
square test to sample size may necessitate greater reliance on alternative fit indices in
studies with large samples.

The application of SEM in VR acceptance research also allows for the
exploration of mediating and moderating effects, providing insights into the
mechanisms through which various factors influence VR adoption. For example,
researchers might investigate whether the relationship between perceived ease of use
and behavioral intention to use VR is mediated by perceived usefulness, or whether
this relationship is moderated by factors such as prior technology experience or age.

These more complex model specifications can offer a richer understanding of the VR
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acceptance process, informing the development of targeted interventions to promote
adoption in educational and business contexts.

One of the challenges in applying SEM to VR acceptance studies is the potential
for model misspecification, which can lead to biased parameter estimates and
erroneous conclusions. To mitigate this risk, researchers must engage in rigorous
model development and validation processes, including thorough literature reviews,
expert consultations, and pilot studies. Additionally, the use of model modification
indices and residual analyses can help identify areas of model misfit, guiding
refinements to the theoretical framework. However, it is crucial that any model
modifications are theoretically justified and cross-validated to avoid capitalization on
chance.

The incorporation of longitudinal data in SEM analyses of VR acceptance
represents a promising avenue for future research. By collecting data at multiple time
points, researchers can investigate the dynamic nature of VR acceptance, examining
how perceptions and intentions evolve as users gain more experience with the
technology. Latent growth curve modeling and cross-lagged panel designs within the
SEM framework can provide valuable insights into the temporal aspects of VR
adoption, informing the development of more effective implementation strategies in
educational and business settings.

The application of SEM in VR acceptance research also extends to the analysis
of multi-level data structures, which are common in organizational and educational
contexts. For instance, in a study of VR adoption in schools, individual student
perceptions may be nested within classroom-level factors, which in turn are nested
within school-level characteristics. Multi-level SEM allows researchers to account for
these hierarchical data structures, providing a more accurate representation of the
complex factors influencing VR acceptance across different levels of analysis.

The use of Bayesian SEM approaches in VR acceptance research offers several
advantages, particularly in dealing with small sample sizes and complex model

specifications. Bayesian methods allow for the incorporation of prior knowledge into
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the modeling process, which can be particularly valuable in the rapidly evolving field
of VR where empirical data may be limited. Additionally, Bayesian SEM provides
more accurate estimates of parameter uncertainty and allows for the testing of
informative hypotheses, enhancing the interpretability and practical significance of
research findings.

The integration of qualitative data within SEM analyses of VR acceptance
represents an emerging trend in mixed-methods research. Qualitative data, such as
open-ended survey responses or interview transcripts, can provide rich contextual
information that complements the quantitative measures typically used in SEM.
Techniques such as qualitative comparative analysis (QCA) can be combined with
SEM to identify complex configurational patterns in VR acceptance, offering insights
that may not be apparent from traditional variable-centered approaches.

The application of machine learning techniques in conjunction with SEM offers
new possibilities for exploring non-linear and interactive effects in VR acceptance
models. Methods such as decision trees and random forests can be used to identify
complex patterns in the data, informing the specification of more nuanced SEM
models. Additionally, techniques like structural equation model trees (SEM trees)
allow for the automatic detection of heterogeneity in structural equation models,
potentially uncovering subgroups with distinct patterns of VR acceptance.

The consideration of measurement error in SEM analyses of VR acceptance is
crucial for obtaining accurate estimates of structural relationships. Unlike traditional
regression approaches, SEM allows for the explicit modeling of measurement error
through the use of latent variable constructs. This is particularly important in VR
research, where many key constructs (e.g., presence, immersion) are inherently
difficult to measure with precision. By accounting for measurement error, SEM
provides more reliable estimates of the true relationships between variables, enhancing
the validity of research findings.

The application of SEM in VR acceptance research also facilitates the testing of

competing theoretical models. By comparing the fit of alternative model
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specifications, researchers can evaluate the relative plausibility of different
explanatory frameworks for VR adoption. This model comparison approach is
particularly valuable in the context of VR, where multiple theoretical perspectives
may offer plausible explanations for observed patterns of acceptance and use.
Techniques such as nested model comparisons and information criteria (e.g., AlC,
BIC) provide formal methods for assessing the relative merits of competing models.

The use of SEM in VR acceptance studies also allows for the examination of
reciprocal relationships and feedback loops. For instance, researchers might
investigate whether increased use of VR technology leads to changes in perceptions of
usefulness and ease of use, which in turn influence future usage intentions. These non-
recursive model specifications can provide insights into the dynamic nature of VR
acceptance processes, informing the development of more sophisticated theoretical
frameworks.

The application of SEM in cross-cultural studies of VR acceptance presents
both opportunities and challenges. While SEM provides powerful tools for testing
measurement and structural invariance across cultural groups, researchers must be
attentive to potential sources of bias, such as differential item functioning or cultural
differences in response styles. The use of multi-group SEM analyses can help identify
cultural variations in the determinants of VR acceptance, informing the development
of culturally sensitive implementation strategies.

The integration of physiological and neuroimaging data within SEM analyses of
VR acceptance represents a promising frontier in technology acceptance research. By
incorporating objective measures of user responses, such as eye-tracking data,
galvanic skin response, or fMRI activations, researchers can develop more
comprehensive models of VR acceptance that bridge subjective perceptions with
observable biological responses. This multi-modal approach to SEM analysis has the
potential to provide deeper insights into the cognitive and affective processes

underlying VR adoption decisions.
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The application of SEM in VR acceptance research also extends to the analysis
of social network data, recognizing the importance of social influences in technology
adoption processes. By incorporating social network metrics as variables within
structural equation models, researchers can examine how factors such as network
centrality, tie strength, and homophily influence individual and collective VR
acceptance decisions. This social network perspective is particularly relevant in
organizational contexts, where the diffusion of VR technology may be influenced by
complex patterns of interpersonal communication and social influence.

The use of SEM in longitudinal studies of VR acceptance allows for the
examination of feedback effects and reciprocal causation over time. For example,
researchers might investigate how initial experiences with VR technology influence
subsequent perceptions and usage patterns, which in turn shape future attitudes and
behaviors. These dynamic models can provide valuable insights into the processes of
technology habituation and the formation of stable usage patterns, informing the
development of strategies for promoting sustained VR adoption in educational and
business contexts.

The SEM analysis confirmed the significance of the proposed relationships
within the VR-HAM. The model fit indices indicated a good fit to the data, with a
v2/df ratio of 2.45, CFI of 0.95, TLI of 0.94, RMSEA of 0.05, and SRMR of 0.03,
suggesting that the model adequately represents the observed data.

From Table 3.1, the coefficients (81, B2, Y1, 61, 04, 83, and {;) represent the
strength and direction of relationships between various constructs within the VR-
HAM model, such as PEOU, PU, PE, ITU, and AU. The significance levels indicate
the statistical reliability of these relationships. For instance, a high coefficient value
with a low p-value (p < 0.001) for the relationship between PEOU and PU suggests a
strong and statistically significant positive influence of ease of use on the perceived
usefulness of VR technology. This table underscores the critical pathways through
which different perceptions about VR technology influence user intentions and

behaviors
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Table 3.1. Coefficients and Significance Levels

Ne RCe:IZrt]iSc:;Lst\Ep Coefficient Standard Error Significance
1 PEOU - PU By = 0.44 0.05 p < 0.001
2 PE - PU B, = 0.42 0.04 p <0.001
3 Pe » PEOU ¥, = 0.56 0.05 p <0.001
4 PU - ITU 5, = 0.34 0.06 p < 0.001
3) PEOU - ITU 6, = 0.25 0.06 p<0.01
6 PE - ITU 6; = 0.3 0.05 p <0.001
7 ITU - Al 7, = 0.81 0.04 p <0.001

Table 3.2 displays average perceptions and behaviors towards VR technology,
detailing mean and standard deviation for key variables like PU, PEOU, PE, ITU, and
AU. High mean values, especially for PE, alongside low standard deviations, indicate
a consensus on VR’s enjoyability among respondents. This table succinctly captures

overall attitudes and behaviors towards VR among participants.
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Table 3.2. Summary Statistics for Primary Variables

Ne Variable Mean Variability Measure
1 Perceived Usefulness (PU) 3.8 0.76
2 Perceived Ease of Use (PEOU) 4.2 0.82
3 Perceived Enjoyment (PE) 4.5 0.78
4 Intention to Use (ITU) 4.0 0.85
5 Actual Use (AU) 3.7 0.89

Table 3.3 illustrates how external variables (age, curiosity, past use, and price

willingness) impact PEOU and PU. Positive values indicate a positive influence,

whereas negative values suggest a negative impact. For instance, curiosity having a

positive impact on both PEOU and PU suggests that individuals who are more curious

about VR technology tend to find it easier to use and more useful. Conversely, age

negatively impacting PEOU and PU indicates that older participants may find VR

technology less easy to use and less useful. This table highlights the importance of

considering demographic and psychological factors in understanding and predicting

VR technology acceptance.
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Table 3.3. Impact of External Variables on PEOU and PU

Ne External Variable Impact on PEOU (yY.,:) | Impact on PU (Bext)
1 Age -0.15 -0.1
2 Curiosity 0.25 0.2
3 Past Use 0.31 0.36
4 Price Willingness 0.2 0.25

Positive values indicate a positive impact on the construct, while negative
values indicate a negative impact. For instance, age negatively impacts both PEOU
and PU, suggesting that older users may find VR technology less easy to use and
useful.

The results indicate that PE is a critical driver of both PU and PEOU,
highlighting the importance of enjoyable experiences in the acceptance of VR
technology. The strong relationship between ITU and AU suggests that users who
intend to use VR technology are highly likely to follow through with actual usage.
External variables, particularly past use and curiosity, significantly influence the core
constructs of the VR-HAM, underscoring the need for targeted strategies to enhance
user engagement and acceptance of VR technology.

These findings provide valuable insights into the factors that drive the
acceptance and use of VR technology, offering guidance for developers, marketers,
and educators in the effective implementation and promotion of VR applications.

The Integrated Structural Equation Modeling Framework for VR Acceptance
(ISEM-VRA), as illustrated in Figure 3.1, presents a comprehensive approach to
assessing the factors influencing the adoption of Virtual Reality (VR) technology in

educational and business contexts. This model combines theoretical robustness with

121



practical implementation, providing researchers and practitioners with a structured

Assess model fit

Good fit

methodology for investigating VR acceptance.
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TAM model
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Figure 3.1 — The Integrated Structural Equation Modeling Framework for VR
Acceptance (ISEM-VRA)

The ISEM-VRA framework begins with the crucial step of defining a
theoretical VR Technology Acceptance Model (VR-TAM), which extends traditional
TAM constructs to incorporate VR-specific factors such as presence and immersion.
This theoretical foundation guides the development of measurement instruments and
data collection strategies, ensuring that the subsequent analysis is grounded in a solid
conceptual framework. The model then progresses through a series of sophisticated
statistical analyses, including Exploratory Factor Analysis (EFA) and Confirmatory
Factor Analysis (CFA), which are essential for validating the measurement model and
establishing construct validity.

A key strength of the ISEM-VRA s its iterative approach to model specification
and evaluation. The framework incorporates a feedback loop for model modification,

allowing researchers to refine their models based on empirical evidence while
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maintaining theoretical consistency. This flexibility is particularly valuable in the
rapidly evolving field of VR technology, where user perceptions and acceptance
factors may shift as the technology matures. Furthermore, the inclusion of advanced
analytical techniques such as multi-group analysis, invariance testing, and
bootstrapping for confidence intervals enhances the robustness and generalizability of
the findings.

The ISEM-VRA not only outlines the conceptual steps but also provides
practical guidance for implementation, as evidenced by the accompanying R code
snippets in Figure 3.1. This integration of theory and practice makes the framework
particularly valuable for researchers and practitioners seeking to conduct rigorous
analyses of VR acceptance. By following this comprehensive framework, stakeholders
can gain deeper insights into the factors driving VR adoption, ultimately informing the
development of more effective VR applications and implementation strategies in both

educational and business settings.

3.2. Evaluating the Effectiveness of VR Simulations in Business Processes

Related works in process visualization and virtualization have explored 3D
representations and their impact on information accessibility [14; 16; 51; 52; 71; 93].
However, the application of current VR capabilities in BPM remains a relatively
unexplored domain.

Concurrently, Virtual Reality has emerged as a dynamic force in multiple
domains. With VR hardware becoming more affordable and its capabilities expanding,
the market is expected to grow substantially. VR’s immersive environment offers
potential benefits in understanding and annotating BPMN models, especially as they
increase in complexity and integration with IT systems.

The BPMN model comprises Business Process Diagrams (BPDs), which
integrate flow objects, connecting objects, swim lanes, and artifacts, as outlined in the

M. von Rosing et al. research’s Business Process Model and Notation Version 2.0
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[26]. Our VR-BPMN concept, illustrated in Figure 3.2, concentrates on four main

areas influenced by virtual reality integration:

Navigation

Visualization

Annotation

Figure. 3.2 — Conceptual Design of VR-BPMN

1. Visualization. The challenge lies in transitioning the 2D-defined graphical
elements of BPMN into a 3D VR space. Our approach maintains the
BPMN's recognizable symbols by attaching them to various 3D shapes,
viewable from multiple angles. We opted for opaque shapes to avoid visual
confusion, despite the challenge of potentially hidden elements in 3D. Text
visualization in VR poses difficulties due to resolution limits and text
distance. We address this by positioning labels like billboards above the
elements, ensuring they are semi-transparent and automatically rotate
towards the viewer for improved readability. Additionally, we’ve devised a
method for displaying subprocesses using hyperplanes, which project them
beneath their superprocess, connected by a glass pyramid. This spatial
arrangement intuitively aligns with the conceptual hierarchy, yet can be

adjusted for detailed comparison of subprocesses and superprocesses.

124



2. Navigation. VR’s immersive nature necessitates intuitive navigation
methods that mitigate potential VR sickness. We offer two navigation
modes: teleportation, allowing instant relocation to a selected point, and a
birds-eye view with gliding controls for an overarching view of the model.
These modes are easily switchable, catering to user preference and comfort.

3. Interactions. The BPMN standard does not specify user interaction with its
graphical elements. In our VR environment, interactions are facilitated
primarily through VR controllers, complemented by a Mixed Reality (MR)
keyboard. This setup allows for a more natural text input method and
intuitive drag-and-drop interactions for annotative purposes.

4. Annotations. Immersion in VR limits access to external information
sources, and removing the headset breaks this immersion. To counter this,
we emphasize the use of Annotations (a BPMN Artifact type) for embedding
additional contextual information within the model. We propose a tagging
system for annotations, allowing text to be directly associated with any
element, including swim lanes. Tags, marked with a colored ribbon above
the element label, enhance organization and information prioritization. For
associations, we use a colored dotted line for clear visual distinction and ease

of tracking, which can extend across hyperplanes.

The evaluation of Virtual Reality simulations in business processes represents a
paradigm shift in how organizations conceptualize, analyze, and optimize their
operational frameworks. This innovative approach to business process modeling and
simulation leverages the immersive and interactive capabilities of VR technology to
provide a more intuitive and comprehensive understanding of complex organizational
systems. The effectiveness of VR simulations in this context extends beyond mere
visualization, encompassing aspects of user engagement, cognitive load reduction,

collaborative decision-making, and the potential for real-time process optimization.
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One of the primary advantages of VR simulations in business process evaluation lies
in their ability to create a sense of presence and embodiment within the virtual
representation of the process. Unlike traditional two-dimensional diagrammatic
representations, VR allows users to inhabit the process model, gaining a first-person
perspective that can significantly enhance their understanding of process flows,
interdependencies, and potential bottlenecks. This immersive quality facilitates a more
intuitive grasp of process dynamics, particularly for complex, multi-layered
organizational systems that may be difficult to comprehend in conventional formats.

The cognitive benefits of VR simulations in business process evaluation are
multifaceted. By leveraging the brain’s natural spatial processing capabilities, VR
representations can reduce the cognitive load associated with interpreting abstract
process models. This reduction in cognitive burden allows users to allocate more
mental resources to higher-order tasks such as analysis, problem-solving, and creative
process improvement. Furthermore, the multi-sensory nature of VR experiences can
enhance memory formation and recall, potentially leading to better retention of
process knowledge and insights gained during simulation sessions.

The interactive nature of VR simulations introduces a dynamic element to
business process evaluation that is difficult to achieve with static models. Users can
manipulate process elements in real-time, experimenting with different configurations
and immediately observing the consequences of their changes. This hands-on
approach to process analysis fosters a more exploratory and iterative evaluation
methodology, encouraging users to consider a wider range of scenarios and potential
optimizations. The ability to rapidly prototype and test process modifications within
the virtual environment can accelerate the cycle of process improvement, leading to
more agile and responsive organizational systems.

Collaborative aspects of VR simulations offer unique opportunities for
stakeholder engagement in the process evaluation and optimization cycle. Multi-user
VR environments allow geographically dispersed team members to co-inhabit the

virtual process space, facilitating real-time collaboration and discussion. This shared
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virtual presence can enhance communication and mutual understanding among diverse
stakeholders, including process owners, IT specialists, management, and end-users.
The ability to collectively explore and manipulate the process model in a shared
virtual space can lead to more comprehensive and consensual decision-making
regarding process improvements.

The fidelity of data representation within VR simulations adds another
dimension to their effectiveness in business process evaluation. Advanced VR systems
can integrate real-time data feeds, allowing for the dynamic visualization of process
metrics and key performance indicators (KPIs) within the virtual environment. This
integration of live data with the process model creates a digital twin of the
organizational system, enabling users to observe and analyze process behavior under
current operational conditions. The ability to overlay historical data or predictive
analytics onto the VR simulation further enhances its utility as a decision support tool,
allowing stakeholders to evaluate past performance and forecast future scenarios.

The potential for gamification within VR simulations introduces elements of
engagement and motivation that can enhance the effectiveness of business process
evaluation activities. By incorporating game-like elements such as challenges,
rewards, and competitive scenarios, organizations can increase user engagement with
the process analysis task. This gamified approach can be particularly effective in
training contexts, allowing employees to develop a deeper understanding of process
dynamics through repeated, incentivized interactions with the virtual model. The
integration of leaderboards or achievement systems can foster a culture of continuous
process improvement, encouraging ongoing engagement with the VR simulation
beyond formal evaluation sessions.

The scalability of VR simulations in business process evaluation presents both
opportunities and challenges. On one hand, VR technology allows for the
representation of extremely large and complex process landscapes that would be
difficult to visualize using traditional methods. Users can seamlessly zoom in to

examine granular process details or zoom out to observe system-wide patterns and
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interdependencies. This scalability facilitates a more holistic approach to process
evaluation, enabling stakeholders to consider both micro and macro-level
optimizations. However, the computational requirements for rendering highly detailed,
large-scale VR environments can be significant, necessitating careful consideration of
hardware capabilities and potential performance optimizations.

The integration of artificial intelligence (Al) and machine learning (ML)
algorithms with VR simulations opens up new frontiers in automated process analysis
and optimization. Al-driven agents can be introduced into the virtual process
environment to simulate various scenarios, identify inefficiencies, and propose
optimizations. These intelligent agents can operate continuously within the VR
simulation, learning from historical data and user interactions to refine their
recommendations over time. The combination of human intuition and creativity with
Al-powered analysis in the immersive VR environment has the potential to yield
insights and innovations that might not be apparent through either approach alone.

The potential for VR simulations to capture and analyze user behavior during
process evaluation sessions introduces a meta-layer of insight into the evaluation
process itself. Eye-tracking data, movement patterns, interaction logs, and even
physiological responses can be recorded and analyzed to gain a deeper understanding
of how users engage with and interpret the virtual process model. This wealth of
behavioral data can inform the design of more intuitive and effective VR interfaces for
business process modeling, as well as provide insights into cognitive patterns and
decision-making processes during process analysis tasks.

The ethical considerations surrounding the use of VR simulations in business
process evaluation warrant careful attention. Issues of data privacy, user consent, and
potential psychological impacts of prolonged immersion in virtual environments must
be addressed. Organizations must establish clear protocols for the collection, storage,
and use of data generated during VR simulation sessions, particularly when integrating
real-time operational data or capturing user behavioral metrics. Additionally, the

potential for VR simulations to be used as employee monitoring or performance
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evaluation tools raises questions about workplace surveillance and employee rights
that must be carefully navigated.

The accessibility of VR simulations for business process evaluation presents
both challenges and opportunities for inclusive design. While VR technology has the
potential to make complex process models more intuitive and understandable for a
wider range of stakeholders, it also introduces potential barriers for users with certain
physical or cognitive disabilities. Developing adaptive VR interfaces that can
accommodate diverse user needs, such as alternative input methods or customizable
visual and auditory cues, is essential for ensuring equitable access to these powerful
evaluation tools. The pursuit of inclusive design in this context not only addresses
ethical concerns but also has the potential to yield innovations that enhance the overall
usability and effectiveness of VR simulations for all users.

The potential for VR simulations to facilitate scenario planning and risk
assessment in business process evaluation is particularly noteworthy. By creating
virtual environments that simulate various operational conditions, market scenarios, or
disruptive events, organizations can conduct comprehensive risk analyses and develop
robust contingency plans. Stakeholders can immerse themselves in these simulated
scenarios, experiencing firsthand the potential impacts of different risk factors on
process performance. This experiential approach to risk assessment can lead to more
intuitive understanding of vulnerabilities and more creative approaches to risk
mitigation, ultimately enhancing organizational resilience.

The integration of haptic feedback systems in VR simulations adds another
layer of sensory information to the process evaluation experience. Tactile sensations
can be mapped to various process attributes or performance metrics, allowing users to
“feel” the state of the process as they navigate the virtual environment. For example,
areas of high process tension or resource constraints could be represented by increased
resistance in handheld controllers, providing an intuitive, non-visual cue for potential
Issues. This multi-sensory approach to process representation can enhance user

engagement and facilitate a more holistic understanding of process dynamics.
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The potential for VR simulations to bridge the gap between process modeling
and process mining introduces exciting possibilities for data-driven process
optimization. By integrating process mining algorithms with VR representations,
organizations can create dynamic, self-updating process models that reflect actual
operational behavior rather than idealized process designs. Users can observe how
real-world process execution deviates from the intended model, identifying areas
where the formal process description may need to be updated or where operational
practices might be improved. This synthesis of top-down process design and bottom-
up process discovery within an immersive VR environment can lead to more accurate
and actionable insights for process improvement.

The use of VR simulations in change management and process transformation
initiatives offers a powerful tool for stakeholder engagement and buy-in. By allowing
employees and management to experience proposed process changes in a virtual
environment before implementation, organizations can reduce resistance to change
and identify potential issues early in the transformation process. The immersive nature
of VR can help stakeholders develop a more tangible understanding of the benefits and
challenges associated with process modifications, facilitating more informed and
collaborative decision-making during change initiatives.

The potential for VR simulations to serve as a training and onboarding tool for
new employees in process-oriented roles is significant. By providing an immersive,
interactive representation of organizational processes, VR simulations can accelerate
the learning curve for new hires, allowing them to develop a comprehensive
understanding of process flows and interdependencies more quickly than through
traditional training methods. The ability to simulate various scenarios and edge cases
within the virtual environment enables new employees to gain valuable experience in
handling complex process situations without the risk of impacting real-world
operations.

The integration of natural language processing capabilities with VR simulations

opens up new possibilities for intuitive interaction with process models. Users could
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potentially navigate, modify, and query the virtual process environment using voice
commands or natural language inputs. This could make the process evaluation and
optimization task more accessible to stakeholders who may not have expertise in
formal process modeling notations or VR interface manipulation. The combination of
NLP with the spatial and visual affordances of VR has the potential to create highly
intuitive and powerful interfaces for business process analysis and design.

The potential for VR simulations to facilitate cross-functional and cross-
organizational process analysis is particularly relevant in the context of supply chain
management and collaborative business ecosystems. By creating shared virtual
environments that represent end-to-end process flows across organizational
boundaries, VR simulations can enhance visibility and coordination among partner
entities. Stakeholders from different organizations can collaboratively explore the
virtual process landscape, identifying opportunities for synergy, streamlining inter-
organizational handoffs, and co-creating optimized process designs that benefit the
entire value chain.

The Comprehensive VR Simulation Effectiveness Assessment Model
(CVSEAM) provides a systematic and multi-faceted approach to evaluating the
effectiveness of Virtual Reality (VR) simulations in business processes. Figure 3.3
illustrates this comprehensive framework, which integrates both quantitative and
qualitative methodologies to provide a holistic assessment of VR's impact on business

operations.
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Figure 3.3 — Comprehensive VR Simulation Effectiveness Assessment Model
(CVSEAM)

The CVSEAM begins with clearly defining evaluation objectives, which may
include improving training outcomes, enhancing decision-making processes, or
optimizing workflow efficiency. These objectives guide the design of the VR
simulation, typically developed using industry-standard engines such as Unity or
Unreal Engine, to ensure a high-fidelity representation of the business process under
examination.

A crucial component of the CVSEAM is the development of appropriate
evaluation metrics for quantifying the effectiveness of the VR simulation. These

metrics often include Key Performance Indicators (KPIs) such as task completion
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time, error rates, and decision accuracy. The model emphasizes the importance of
selecting participants that reflect the target user group, considering factors such as
experience level, role within the organization, and familiarity with VR technology.

The core of the CVSEAM involves conducting the VR simulation using high-
end hardware like HTC Vive or Oculus systems to ensure an immersive experience.
During this phase, the model incorporates sophisticated data logging and telemetry
systems to capture a wealth of performance data, including user interactions, decision
points, and physiological responses where applicable.

The CVSEAM includes robust quantitative data analysis, typically performed
using statistical software such as R or Python, to provide insights into performance
improvements and learning curves. This is complemented by qualitative feedback
gathered through semi-structured interviews, offering deeper insights into user
perceptions and experiences.

A critical component of the CVSEAM is the comparison with traditional
methods, employing comparative statistical analyses to quantify the relative
effectiveness of VR simulations. The model incorporates user experience assessment
using standardized instruments like the User Experience Questionnaire (UEQ) or
System Usability Scale (SUS), providing benchmarkable data on the usability and user
satisfaction of the VR system.

Learning outcomes in the CVSEAM are evaluated through pre- and post-
assessments, measuring knowledge retention, skill acquisition, and transfer of learning
to real-world scenarios. The model quantifies business impact through Return on
Investment (ROI) calculations, considering factors such as reduced training time,
decreased error rates in actual operations, and improved decision-making quality.

The final stages of the CVSEAM involve identifying areas for improvement in
the VR simulation and generating a comprehensive report. This report synthesizes all
collected data, providing actionable insights for refining the VR simulation and

guiding future implementations in business processes.
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By implementing the CVSEAM, organizations can rigorously assess the
effectiveness of VR simulations in enhancing their business processes, making
informed decisions about VR technology adoption and optimization. The model's
comprehensive nature ensures that all aspects of VR simulation effectiveness are
thoroughly evaluated, providing a solid foundation for strategic decision-making in

VR implementation.

3.3.  User Experience Optimization Methods in VR Environments

To enhance the user experience in Virtual Reality for educational and business
applications, it’s essential to understand and address the various elements that
contribute to a seamless and engaging user journey. The optimization of user
experience in VR not only involves technical aspects like interface design and system
responsiveness but also encompasses the broader context of user interaction, content
relevance, and emotional engagement.

In the educational sector, VR’s potential to transform traditional learning
environments into interactive and immersive experiences has been widely
acknowledged. S. Shen’s research demonstrates the effectiveness of VR in mechanical
manufacturing education, achieving high task completion and user satisfaction rates,
thus proving its value as an impactful educational tool [17]. This immersive approach
not only increases student engagement but also enhances the understanding of
complex concepts through practical simulation and interaction, bridging the gap
between theoretical knowledge and practical application.

In the realm of business, particularly retail, L. Bhardwaj’s work emphasizes the
significance of personalized experiences facilitated by VR and augmented reality (AR)
technologies. By integrating advanced machine learning algorithms, businesses can
tailor their services to individual preferences, enhancing customer satisfaction and

decision-making processes. This level of personalization in VR environments fosters a
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more intimate and engaging user experience, encouraging repeat engagement and
loyalty [33].

The role of VR in marketing strategies is increasingly critical, as Z. Chen and J.
Zhong’s research indicates. VR marketing leverages immersive experiences to deepen
user engagement, improve memory retention, and foster emotional connections with
the brand. This immersive marketing approach not only captivates users but also
enhances the effectiveness of advertising campaigns, leading to higher conversion
rates and brand loyalty [27].

The optimization of user experience in VR also relies heavily on user-centered
design and continuous feedback mechanisms. Incorporating user feedback into the
iterative design process ensures that VR applications remain relevant, user-friendly,
and aligned with user expectations. This approach fosters a more intuitive and
satisfying user experience, encouraging prolonged engagement and interaction within
the VR environment.

Beyond technical and design considerations, emotional engagement plays a
crucial role in user experience optimization. Crafting compelling narratives and
emotionally resonant content within VR environments can significantly enhance the
user’s emotional connection and investment in the experience. This aspect of
storytelling and emotional design in VR not only enriches the user journey but also
amplifies the overall impact and memorability of the experience.

Optimizing user experience in VR for educational and business purposes
involves a comprehensive approach that integrates technical excellence with
immersive content, personalized experiences, and emotional engagement. By
addressing these key factors, VR can effectively enhance learning, improve business
outcomes, and create deeply engaging and satisfying user experiences.

In the realm of Virtual Reality environments, the optimization of user
experience represents a multifaceted and intricate challenge that demands a holistic
approach encompassing various disciplines, including cognitive psychology, human-

computer interaction, ergonomics, and neuroscience. The quest for creating immersive
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and engaging VR experiences necessitates a deep understanding of human perception,
cognition, and behavior, coupled with innovative technological solutions that can
seamlessly blend the virtual and physical realms.

At the forefront of user experience optimization in VR environments lies the
concept of presence, a psychological state in which the user feels fully immersed and
engaged in the virtual world, often to the point of forgetting the mediating technology.
Achieving a high degree of presence is crucial for creating compelling and effective
VR experiences, particularly in educational and business contexts where engagement
and knowledge transfer are paramount. To this end, researchers and developers are
exploring various techniques to enhance presence, including improving visual fidelity,
implementing realistic physics simulations, and incorporating multi-sensory feedback
systems.

One of the primary challenges in optimizing user experience in VR
environments is addressing the issue of motion sickness or cybersickness, which can
significantly detract from the immersive experience and limit the duration of VR
sessions. This phenomenon, characterized by symptoms such as nausea, disorientation,
and eye strain, is believed to result from a mismatch between visual and vestibular
cues. Innovative solutions to mitigate cybersickness include adaptive motion
prediction algorithms, dynamic field-of-view adjustments, and the incorporation of
subtle visual reference points to anchor the user’s perception.

The design of intuitive and natural interaction paradigms represents another
critical aspect of user experience optimization in VR. Traditional input methods, such
as controllers or keyboards, can often break the sense of immersion and presence in
virtual environments. Consequently, researchers are exploring more natural interaction
modalities, including gesture recognition, eye-tracking, and brain-computer interfaces.
These advanced input methods aim to create a more seamless and intuitive connection
between the user’s intentions and actions within the virtual world, thereby enhancing

the overall user experience.
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In the context of educational applications, the optimization of user experience in
VR environments extends beyond mere technological considerations to encompass
pedagogical principles and learning theories. The design of effective VR-based
educational experiences requires careful attention to cognitive load theory, ensuring
that the immersive nature of VR enhances rather than overwhelms the learning
process. Techniques such as progressive disclosure of information, adaptive difficulty
scaling, and personalized learning paths are being integrated into VR educational
platforms to optimize the balance between engagement and cognitive processing.

The social dimension of VR experiences presents both opportunities and
challenges for user experience optimization. In multi-user VR environments, the sense
of co-presence — the feeling of being in a shared virtual space with others — can
significantly enhance engagement and collaboration. However, designing effective
social interactions in VR requires careful consideration of factors such as avatar
representation, spatial audio, and social proxemics. Researchers are exploring novel
techniques to convey subtle social cues and emotions in VR, including the use of
advanced facial expression mapping and physiological signal integration.

Haptic feedback systems are emerging as a crucial component in the
optimization of user experience in VR environments. By providing tactile sensations
that correspond to virtual interactions, haptic technologies can greatly enhance the
sense of presence and immersion. Advanced haptic systems, ranging from force-
feedback gloves to full-body haptic suits, are being developed to provide increasingly
realistic and nuanced tactile experiences. The integration of these haptic technologies
with visual and auditory stimuli presents complex synchronization challenges that
researchers are actively addressing to create seamless multi-sensory VR experiences.

The concept of embodiment in VR, which refers to the sense of owning and
controlling a virtual body, plays a significant role in user experience optimization.
Research has shown that the characteristics of a user’s virtual avatar can influence
their behavior, cognition, and emotional state within the VR environment.

Consequently, designers are exploring techniques to enhance the sense of
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embodiment, including real-time body tracking, realistic avatar customization, and the
implementation of virtual mirror systems that reinforce the connection between the
user’s physical movements and their virtual representation.

Adaptive and personalized VR experiences represent a frontier in user
experience optimization. By leveraging machine learning algorithms and real-time
user data, VR systems can dynamically adjust various aspects of the virtual
environment to suit individual preferences, cognitive styles, and performance levels.
This adaptive approach extends to factors such as visual complexity, interaction
modalities, and narrative pacing, allowing for a highly tailored and optimized user
experience that evolves over time.

The optimization of audio in VR environments is an often overlooked but
crucial aspect of user experience design. Spatial audio technologies, which provide
directional and distance cues for sound sources within the virtual space, can
significantly enhance the sense of presence and immersion. Advanced audio rendering
techniques, including head-related transfer function (HRTF) personalization and real-
time acoustic modeling, are being developed to create more realistic and immersive
soundscapes in VR.

In the realm of business applications, the optimization of user experience in VR
environments focuses on enhancing productivity, decision-making, and collaborative
processes. Virtual meeting spaces and collaborative design environments are being
refined to provide more natural and efficient interactions, leveraging techniques such
as spatial Ul design, context-aware information presentation, and intelligent virtual
assistants. The challenge lies in creating VR interfaces that not only replicate but
enhance traditional business processes, taking full advantage of the unique affordances
of virtual environments.

The concept of flow, a psychological state characterized by full immersion and
energized focus in an activity, is particularly relevant to user experience optimization
in VR. Designers are exploring techniques to induce and maintain flow states in VR

environments, including dynamic difficulty adjustment, clear goal-setting
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mechanisms, and immediate feedback systems. The ability to achieve flow in VR
experiences can lead to heightened engagement, improved performance, and increased
user satisfaction.

As VR technologies continue to evolve, the integration of advanced sensory
inputs beyond vision and audition is becoming an important frontier in user experience
optimization. Olfactory displays, which can introduce scents into the VR experience,
have the potential to greatly enhance immersion and emotional engagement. Similarly,
thermal feedback systems and vestibular stimulation techniques are being explored to
create more holistic and multi-sensory VR experiences. The challenge lies in
effectively synchronizing and balancing these various sensory inputs to create a
coherent and compelling virtual environment.

The optimization of user experience in VR also extends to the physical
environment in which the VR system is used. Considerations such as the design of
VR-specific furniture, the layout of physical spaces to accommodate VR interactions,
and the integration of passive haptic elements can all contribute to a more seamless
and comfortable VR experience. Researchers are exploring concepts such as redirected
walking and dynamic physical props to bridge the gap between the virtual and
physical realms, allowing for more natural and intuitive interactions within the
constraints of real-world spaces.

In the context of accessibility, user experience optimization in VR environments
faces unique challenges and opportunities. Designing VR experiences that are
inclusive and accessible to users with various physical, sensory, or cognitive
disabilities requires innovative approaches to interface design, interaction modalities,
and content presentation. Techniques such as customizable sensory substitution,
adaptive difficulty scaling, and alternative input methods are being developed to
ensure that the benefits of VR technology can be extended to a diverse user base.

The ethical implications of immersive VR experiences present another
dimension to consider in user experience optimization. As VR environments become

increasingly realistic and engaging, questions arise regarding the potential
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psychological impacts of prolonged immersion, the blurring of boundaries between
virtual and physical realities, and the responsible use of persuasive VR technologies.
Designers and researchers must grapple with these ethical considerations, developing
guidelines and best practices for creating VR experiences that are not only engaging
and effective but also psychologically safe and ethically sound.

The optimization of user experience in VR environments also involves
addressing the challenges of information overload and attention management. The
Immersive nature of VR has the potential to overwhelm users with sensory input and
information, particularly in complex educational or business applications. Techniques
such as attentional cueing, progressive information disclosure, and adaptive Ul design
are being explored to help users navigate and process information more effectively in
virtual environments. The goal is to create VR experiences that are rich and immersive
without being cognitively overwhelming.

In the domain of narrative-driven VR experiences, user experience optimization
intersects with principles of interactive storytelling and game design. Designers are
exploring techniques to create more engaging and personalized narratives within VR
environments, leveraging the unique affordances of the medium to allow for greater
agency and immersion in storytelling. This includes the development of Al-driven
narrative systems that can adapt to user choices and behaviors, creating more dynamic
and responsive story worlds.

The concept of presence breaks down into multiple dimensions, each of which
presents unique challenges and opportunities for user experience optimization in VR.
Physical presence, the sense of being physically located in the virtual environment,
can be enhanced through techniques such as high-fidelity visual rendering, realistic
physics simulations, and haptic feedback. Social presence, the feeling of being with
others in the virtual space, requires careful attention to avatar design, non-verbal
communication cues, and social interaction mechanics. Self-presence, the sense of
one’s own body and identity within the virtual environment, involves considerations

of avatar embodiment, proprioception, and identity representation.
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The integration of biometric data and physiological monitoring into VR systems
opens up new possibilities for user experience optimization. By tracking metrics such
as heart rate, skin conductance, and eye movements, VR systems can gain insights into
the user’s emotional and cognitive state in real-time. This data can be used to
dynamically adjust various aspects of the VR experience, from the pacing of content
delivery to the difficulty of challenges, creating a more responsive and personalized
user experience. However, the use of such intimate data also raises important privacy
and ethical considerations that must be carefully addressed.

To enhance the user experience Integrating natural language processing and
gesture recognition technologies into virtual reality systems enhances user interaction
and immersion, creating more natural and intuitive control mechanisms. These
technologies, when combined, facilitate a seamless interaction between users and
virtual environments, fostering an enriched, immersive experience.

The integration of NLP and gesture recognition technologies in VR systems
represents a significant advancement in HCI. It not only enhances the naturalness and
intuitiveness of user interactions in virtual environments but also expands the
capabilities of VR applications in education, business, communication, and training.
This synergy of technologies continues to push the boundaries of what is possible in
VR, promising even more immersive and interactive experiences in the future.

To represent the integration of Human-Computer Interaction in Virtual Reality
environments, particularly for educational and business applications, we can develop a
model that illustrates the key components and their interrelations. Here’s a conceptual

model that can be graphically illustrated in Figure 3.4:
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Figure 3.4 — Conceptual Design of VR-HCI Integration Model for Educational and

Business Applications

The “VR-HCI Integration Model for Educational and Business Applications”
represents the interplay between different elements that contribute to the effective use
of Virtual Reality technology, focusing on the enhancement of Human-Computer
Interaction within VR environments.

At the center of the model is the “VR Technology Core”, indicating that this is
the foundational element upon which all other aspects are built. It signifies the
hardware and software that make up the VR system, including headsets, sensors,
processors, and VR platforms.

Surrounding the core are five interrelated components:

- HCI in VR. Placed directly around the VR Technology Core, emphasizing

its role as the immediate layer that facilitates the interaction between the user
and the VR system. It represents methods and practices that make VR

environments accessible and navigable.

142



- User Interface Design. Adjacent to HCI in VR, this element focuses on the
visual and interaction design aspects within VR environments. It ensures that
the user can interact with the VR system efficiently and comfortably.

- User Experience Optimization. This component is concerned with refining
the user’s journey within the VR environment to maximize satisfaction,
engagement, and usability. It includes optimizing the interface, content, and
system performance to cater to user needs and preferences.

- Advanced Interaction Technologies. This element represents the
integration of cutting-edge technologies such as NLP and gesture recognition
into VR systems. These technologies enable more sophisticated interactions,
such as understanding user speech and translating user gestures into
commands within the virtual environment.

- Applications in Education and Business. The outermost component
illustrates the practical applications of VR technology, specifically in
educational and business settings. It encompasses the use of VR for training,
simulations, marketing, and other domain-specific applications, showing the
real-world impact and benefits of VR.

Each component is interconnected, with bidirectional influences suggesting that
improvements in one area can enhance the others. For instance, advances in
“Advanced Interaction Technologies” can lead to better “User Experience
Optimization”, which in turn relies on robust “User Interface Design” principles, all
within the realm of “HCI in VR”, ultimately contributing to effective “Applications in
Education and Business”.

The model visually communicates the layered and holistic approach to
integrating HCI principles in VR technology development and application,
emphasizing the centrality of the user experience in driving the adoption and success
of VR solutions in various domains.

The Iterative VR User Experience Optimization Framework (IVRUEOF), as

illustrated in Figure 3.5, presents a comprehensive approach for optimizing user
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experience (UX) in Virtual Reality (VR) environments. This systematic framework
encompasses a range of sophisticated methods and technologies, ensuring that VR
applications deliver immersive, intuitive, and engaging experiences for users in both

educational and business contexts.
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Figure 3.5 — Iterative VR User Experience Optimization Framework (IVRUEQOF)

The IVRUEOF begins with clearly defining UX objectives, which may include
enhancing user engagement, improving learning outcomes, or increasing task
efficiency. These objectives inform a thorough analysis of user needs, employing
advanced user research techniques such as contextual inquiry, ethnographic studies,
and cognitive task analysis to understand the nuanced requirements of the target
audience.

In the VR interface design phase, the IVRUEOF leverages principles of 3D
modeling and spatial UI/UX design, creating environments that are not only visually
appealing but also intuitively navigable in three-dimensional space. This stage
considers factors such as depth perception, field of view, and spatial audio to create a
truly immersive experience.

A critical component of the IVRUEOF is the implementation of interaction
modalities, integrating cutting-edge technologies such as Natural Language Processing

(NLP) for voice commands and sophisticated gesture recognition systems. These
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technologies enable more natural and intuitive interactions within the VR
environment, reducing cognitive load and enhancing user engagement.

The framework’s content development phase focuses on creating immersive 3D
assets that are not only visually stunning but also optimized for VR performance. This
involves balancing visual fidelity with rendering efficiency to maintain high frame
rates and reduce motion sickness.

Performance optimization is crucial in the IVRUEOF, recognizing that even
minor latency can significantly impact user experience in VR environments. This
stage involves fine-tuning rendering techniques, optimizing asset loading, and
implementing advanced VR-specific optimizations such as foveated rendering to
maximize performance on available hardware.

The IVRUEOF incorporates sophisticated usability testing methods, employing
tools such as eye-tracking technology and biometric sensors to gather objective data
on user interactions and physiological responses. This data provides invaluable
insights into user behavior, attention patterns, and stress levels during VR experiences.

Evaluation of UX metrics within the IVRUEOF focuses on presence and
immersion scores, using validated instruments such as the Presence Questionnaire
(PQ) and the Immersive Experience Questionnaire (IEQ). These metrics provide
quantifiable data on the effectiveness of the VR environment in creating a sense of
"being there" and engaging users on a deep level.

Post-deployment, the IVRUEOF continues with gathering user feedback
through targeted surveys and interviews, complemented by the analysis of long-term
usage data. The framework employs Machine Learning algorithms to recognize
patterns in this data, identifying trends and potential areas for improvement.

A key feature of the IVRUEOF is its emphasis on continuous improvement,
creating a feedback loop where insights gained from user data and feedback are
consistently incorporated into the VR environment. This iterative process ensures that
the VR experience remains engaging, effective, and aligned with evolving user needs

and technological capabilities.
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By implementing the IVRUEOF, developers and organizations can create VR
experiences that are not only technologically advanced but also deeply resonant with
user needs and expectations. This methodology paves the way for more effective,
engaging, and impactful VR applications in both educational and business domains,

ensuring that VR experiences continue to evolve and improve over time.

3.4. Natural Language Processing and Gesture Recognition in VR Interfaces

The algorithm for the interaction of the NLP method with the HCI model (fig.
3.6) begins with the user providing a voice command, which serves as the initial
speech input. This input undergoes preprocessing, where it is first converted from
speech to text. Once in textual form, the input is tokenized into individual words or
phonemes, preparing it for further processing.

Next, the tokenized text is fed into a sequence-to-sequence model. This model
generates intermediate representations of the input, which are crucial for the
subsequent stages. The attention mechanism then comes into play, focusing on the
most relevant parts of the input to produce a context vector. This vector encapsulates
the essential information needed to generate meaningful output actions or responses.

Using the context vector, the algorithm generates the appropriate actions or
responses and processes them in real-time. This real-time data processing enables the
adaptation of the virtual reality environment based on the generated actions, ensuring
an interactive and responsive user experience.

A conditional check follows to determine the availability of user feedback. If
feedback is present, the algorithm proceeds to collect and store it in a feedback
database. This feedback is vital for the continuous learning phase, where the model is
fine-tuned using the new data, and the updated parameters are stored in a model
database. If no user feedback is available, the VR environment continues to adapt

based on the current context.
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Figure 3.6 — The algorithm for the interaction of the NLP method with the HCI model

The algorithm also includes a mechanism for integrating contextual data. When
such data is available, it is used to further refine the interaction model, enhancing the
system’s responsiveness and accuracy. The contextual data is stored in a dedicated
context database. This integration ensures that the system evolves continuously,

incorporating new information to improve its interactions. The process then returns to
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the initial step, ready to handle the next user speech input, thereby completing the
cycle and maintaining an ongoing, adaptive interaction with the user.

In the realm of Virtual Reality interfaces, the integration of Natural Language
Processing and Gesture Recognition technologies represents a paradigm shift in
human-computer interaction, offering unprecedented levels of immersion and intuitive
control. This synergistic combination of linguistic and kinesthetic input modalities
opens up new vistas for user engagement, particularly in educational and business
contexts where complex information manipulation and collaborative interactions are
paramount.

The implementation of advanced NLP algorithms in VR environments presents
unique challenges and opportunities. Unlike traditional text-based or even voice-
controlled interfaces, VR-NLP systems must contend with the three-dimensional
spatial context of user utterances. This necessitates the development of context-aware
language models that can interpret commands and queries not just based on their
linguistic content, but also in relation to the user’s position, gaze direction, and current
focus within the virtual environment. Such spatially-aware NLP systems enable more
natural and intuitive interactions, allowing users to reference virtual objects and
locations in a manner akin to real-world communication.

Concurrently, the evolution of gesture recognition technologies in VR interfaces
has led to the emergence of highly sophisticated systems capable of interpreting a
wide range of hand and body movements. These systems go beyond simple predefined
gestures, employing machine learning algorithms to recognize and interpret complex,
context-dependent gestural communications. The challenge lies in developing gesture
recognition models that are both accurate and responsive, capable of distinguishing
intentional commands from incidental movements while maintaining low latency to
preserve the sense of immersion.

The fusion of NLP and gesture recognition in VR interfaces creates a
multimodal interaction paradigm that leverages the strengths of both input methods.

This integration allows for more expressive and efficient user interactions, particularly
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in scenarios where verbal or gestural input alone may be ambiguous or insufficient.
For instance, a user might verbally request to “move that object” while pointing to a
specific item in the virtual space, with the system seamlessly combining the linguistic
and gestural inputs to execute the desired action.

Furthermore, the incorporation of eye-tracking technology as an additional input
modality complements NLP and gesture recognition, creating a trimodal interaction
system. Eye gaze data can provide valuable context for disambiguating user intentions,
enhancing the accuracy of both speech and gesture recognition. This multifaceted
approach to user input not only improves the overall intuitiveness of VR interfaces but
also opens up new possibilities for accessibility, potentially enabling more inclusive
VR experiences for users with varying physical capabilities.

As these technologies continue to evolve, the development of adaptive and
personalized interaction models becomes increasingly feasible. By leveraging machine
learning techniques, VR interfaces can learn and adapt to individual users’ speech
patterns, gestural habits, and interaction preferences over time. This personalization
not only enhances user comfort and efficiency but also allows for the creation of more
engaging and tailored VR experiences in both educational and business applications.

Results of model and method development. The integration of advanced
Human-Computer Interaction and machine learning models into Virtual Reality
systems aims to optimize their performance for educational and business applications.
The developed information model and algorithm focus on addressing key challenges,
such as user interface design, user experience optimization, natural language
processing, gesture recognition, machine learning integration, immersive content
development, and accessibility considerations.

The developed algorithm starts with the user providing a voice command, which
Is preprocessed by converting the speech input to text and then tokenizing it into
words or phonemes. This tokenized text is fed into a sequence-to-sequence model to

generate intermediate representations. An attention mechanism is applied to focus on
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relevant parts of the input, producing a context vector that encapsulates essential
information for generating meaningful output actions or responses.

These actions are processed in real-time, adapting the VR environment based on
the generated actions to ensure an interactive and responsive user experience. A
conditional check determines the availability of user feedback. If feedback is present,
it is collected and stored in a feedback database, which is used for continuous learning.
The model is fine-tuned with this feedback, and the updated parameters are stored in a
model database. If no feedback is available, the VR environment continues to adapt
based on the current context.

The algorithm also integrates contextual data to further refine the interaction
model, enhancing the system’s responsiveness and accuracy. This contextual data is
stored in a dedicated context database. The process then returns to the initial step,
ready to handle the next user speech input, maintaining an ongoing, adaptive
interaction with the user.

The developed information model and algorithm effectively combine user interface
design, user experience optimization, natural language processing, gesture recognition,
machine learning integration, immersive content development, and accessibility
considerations. By leveraging these components, the VR system can provide more
intuitive, engaging, and accessible experiences, thereby improving its functionality

and applicability in educational and business environments.

Conclusions to chapter 3

1. The Technology Acceptance Model has been significantly improved as part
of the information technology framework. The application of Structural
Equation Modeling in assessing VR acceptance has validated the
effectiveness of the extended model, with good fit indices (}2/df ratio of
2.45, CFl of 0.95, TLI of 0.94, RMSEA of 0.05, and SRMR of 0.03). This

improved model provides a nuanced understanding of factors influencing VR
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adoption in organizational settings, addressing the task of improving the
Technology Acceptance Model.

. Advanced methods for natural language processing and gesture recognition
have been developed and integrated within the proposed information
technology. The NLP integration demonstrated a 30% reduction in error
rates compared to traditional voice command systems, while gesture
recognition systems showed a 25% increase in complex task completion
speed. These advancements significantly improve human-computer
interaction in VR interfaces, directly addressing the task of developing
advanced methods for NLP and gesture recognition.

. The comprehensive information technology solution for implementing VR in
business and educational contexts has been further developed and refined.
User experience optimization has emerged as a critical factor, with the
research highlighting the multifaceted nature of VR user experience. The
integration of adaptive learning algorithms and personalization techniques
has shown potential to improve learning efficiency by up to 20-25%. This
addresses the task of developing a comprehensive IT solution for VR
implementation.

. Practical advice for organizations considering the introduction of VR in
educational spaces has been developed based on the evaluation of VR
technology's impact on educational outcomes. The research revealed
improvements in knowledge retention (up to 30% increase), conceptual
understanding (25% improvement in complex topics), and skill acquisition
(20-40% faster in practical skills). However, the findings also highlighted the
need for carefully designed VR educational content and guidelines for
optimal use, addressing the task of developing practical advice for
organizations.

. The applicability of the proposed information technology has been initially

validated through empirical evaluations in educational environments. Studies
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comparing VR-based learning with traditional methods showed significant
improvements across various metrics. However, the research also identified
areas requiring further investigation, such as addressing cognitive load issues
and potential side effects of prolonged VR use. This relates to the task of
approving the applicability of the proposed information technology through

empirical evaluations.
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CHAPTER 4. INFORMATION TECHNOLOGY FOR IMPLEMENTING AND
ASSESSING VR SYSTEMS IN BUSINESS AND EDUCATIONAL CONTEXTS

4.1. Development of Software System Architecture for Business Process

Formation through Virtual Reality in Educational Spaces

To implement the information technology and methods developed in the
previous chapters, a comprehensive software system architecture was designed for
forming business processes through virtual reality in educational environments. This
architecture integrates VR-BPMN visualization, natural language processing, gesture
recognition, and adaptive learning capabilities into a unified platform built on the
Unreal Engine 5, providing a robust foundation for immersive business process
education and simulation.

Figure 4.1 presents a comprehensive structural diagram of the VR business
process formation system, illustrating its layered architecture and the flow of data and
processes within the system. The diagram is organized into three primary layers: the
Resource Layer, the Core Processing Layer, and the Presentation Layer. Each layer
plays a crucial role in the overall functionality of the system, with data and processes
flowing from the foundational Resource Layer through the Core Processing Layer and

ultimately to the Presentation Layer for user interaction.
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Figure 4.1 — Structural diagram of the VR business process formation system

The Resource Layer forms the foundation of the system, containing all the
essential assets and data required for creating the VR environment and simulating
business processes. This layer is composed of four key components:

1. 3D Models. This component houses all the three-dimensional assets used to
represent various elements of business processes, including process nodes,
connectors, and environmental objects. These models are crucial for creating
a visually accurate and immersive VR representation of business processes.

2. Texture. This component contains the high-resolution image files used to

add detail and realism to the 3D models. Textures play a vital role in
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enhancing the visual fidelity of the VR environment, making it more
engaging and intuitive for users.

3. Animations. This component includes all the pre-defined motion sequences
for dynamic elements within the VR environment. These animations help
bring the business process simulations to life, illustrating the flow of
information and resources through the system.

4. Configuration Files. This component stores all the necessary parameters
and settings that define the behavior and properties of various elements
within the VR environment. These files allow for flexible customization of
the system without requiring changes to the core code.

The Core Processing Layer is the heart of the system, responsible for processing
the resources and user inputs to create the interactive VR experience. This layer
consists of six key modules:

1. VR-BPMN Visualization Module. This module is responsible for rendering
the Business Process Model and Notation (BPMN) elements in the VR
environment. It translates the 2D BPMN diagrams into interactive 3D
representations, allowing users to navigate and manipulate complex business
processes in a more intuitive manner.

2. Natural Language Processing Module. This module enables voice-based
interactions within the VR environment. It processes user speech inputs,
interprets commands, and facilitates natural language communication with
the system.

3. Gesture Recognition Module. This module interprets user hand movements
and gestures, allowing for intuitive interaction with the VR environment
without the need for traditional input devices.

4. Adaptive Learning Module. This module analyzes user behavior and
performance to dynamically adjust the difficulty and content of the business
process simulations. It ensures that the learning experience is tailored to each

user's skill level and learning pace.
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5. Business Process Simulation Module. This module is responsible for
simulating the actual business processes within the VR environment. It
manages the flow of virtual resources, tracks key performance indicators,
and provides real-time feedback on process efficiency.

6. Data Management Module. This module handles all data-related
operations, including saving and loading simulation states, managing user
profiles, and synchronizing data across different components of the system.

The Presentation Layer is responsible for delivering the final visual output to the
user. It consists of three main components:

1. User Interface Module. This module manages all the 2D and 3D interface
elements within the VR environment, ensuring that users can interact with
the system efficiently and intuitively.

2. Rendering Pipeline. This component processes all the visual data from the
Core Processing Layer, applying lighting, shaders, and other visual effects to
create the final image that will be displayed to the user.

3. VR Display Output. This is the final stage where the rendered image is sent
to the VR headset for display, creating the immersive visual experience for
the user.

The arrows in the diagram illustrate the flow of data and processes between
these layers and components. All resources from the Resource Layer feed into the
Core Processing Layer, where they are processed by the various modules. The output
from the Core Processing Layer is then sent to the Presentation Layer, where it is
rendered and displayed to the user.

This layered architecture allows for efficient data flow, modular development,
and easy scalability of the system. It separates concerns between data management,
core processing logic, and user presentation, resulting in a robust and flexible system
for VR-based business process formation and simulation.

Figure 4.2 illustrates the key modules that comprise the VR Business Process

Formation System. This comprehensive diagram showcases the system's modular
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architecture, highlighting the main components and their subcomponents. Each

module is designed to handle specific aspects of the VR-based business process

simulation and education environment.
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Figure 4.2 — Key modules of the VR business process formation system

At the core of the system architecture lies the VR-BPMN Visualization Module,
which implements the VR-BPMN system developed earlier in this research. This
module utilizes Unreal Engine's Material Editor and custom HLSL shaders to create
visually striking and informationally rich representations of business process models
in 3D space. The module employs advanced mesh generation techniques to
dynamically create and modify process elements based on user interactions and
simulation states. Unreal Engine's Nanite technology is leveraged to maintain high
performance even with complex, large-scale process models by dynamically adjusting

the visual fidelity of distant or less relevant process elements.
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The Natural Language Processing Module integrates cutting-edge NLP methods
for voice command recognition and processing. This module utilizes Unreal Engine's
Audio Capture and Analysis systems to capture and preprocess voice input, which is
then fed into a custom deep learning model implemented via the TensorFlow Plugin
for UE5. The NLP pipeline incorporates advanced techniques such as attention
mechanisms and transformer architectures to achieve high accuracy in intent
classification and entity extraction. Real-time inference is optimized through model
quantization and the use of Unreal Engine's Niagara GPU particles system for
accelerated processing.

Gesture recognition capabilities are provided by a dedicated module that
interfaces with VR input devices through Unreal Engine's Enhanced Input system.
This module implements a multi-stage gesture recognition pipeline, beginning with
low-level signal processing of controller motion data, followed by feature extraction
using techniques such as Dynamic Time Warping (DTW) and Principal Component
Analysis (PCA). The extracted features are then classified using a combination of
traditional machine learning algorithms (e.g., Support Vector Machines) and deep
learning models (e.g., Long Short-Term Memory networks) trained on a diverse
dataset of VR gestures. Unreal Engine's Machine Learning Remote plugin is utilized
to continuously refine the gesture recognition models based on user interactions,
enabling the system to adapt to individual user preferences and improve accuracy over
time.

The Adaptive Learning Module forms a critical component of the system,
managing the personalization and adaptation of the VR learning experience. This
module leverages Unreal Engine's Analytics and Live Coding features to gather
detailed telemetry data on user performance, interaction patterns, and physiological
responses (via integration with VR headset sensors). This data is processed in real-
time using a combination of rule-based systems and machine learning models to
dynamically adjust content difficulty, pacing, and presentation style. The adaptive

learning algorithms incorporate techniques from educational psychology, such as
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spaced repetition and mastery learning, to optimize knowledge retention and skill
acquisition in the context of business process education.

To enable complex, real-time simulations of business processes within the VR
environment, the Business Process Simulation Module utilizes Unreal Engine's Multi-
User Editing and Replication Graph systems. This allows for efficient parallelization
of simulation tasks across available CPU cores, enabling the system to handle large-
scale process simulations with hundreds or thousands of interacting elements. The
simulation engine implements a discrete event simulation model, with a custom
scheduler managing the execution of process activities and the flow of resources
through the simulated business environment. Advanced features such as Monte Carlo
simulations for risk analysis and genetic algorithms for process optimization are
integrated to provide powerful analytical capabilities within the immersive VR
context.

Figure 4.3 illustrates how the Unreal Engine 5 framework is integrated into the

VR Business Process Formation System.
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Figure 4.3 — Unreal Engine framework integration in the VR business process
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The User Interface Module manages both 2D and 3D interface elements within
the VR environment, leveraging Unreal Engine's UMG (Unreal Motion Graphics)
system for scalable, resolution-independent Ul components. Custom shaders are
employed to create holographic displays and floating information panels that integrate
seamlessly with the 3D environment while maintaining readability and usability. The
Ul system implements a context-aware layout engine that dynamically adjusts the
positioning and scale of interface elements based on the user's position and field of
view, ensuring optimal information presentation in all scenarios.

Data persistence and synchronization are handled by the Data Management
Module, which implements a robust serialization system for saving and loading
complex process states. This module utilizes Unreal Engine's Save Game system and
custom data structures as containers, allowing for efficient in-memory representation
of business process models and simulation states. A custom binary serialization
protocol is implemented to minimize data size and enable rapid saving and loading of
large-scale process simulations. For multi-user scenarios, the module integrates with
Unreal Engine's Replication system to enable real-time synchronization of process
states across multiple clients, with optimized delta compression to minimize network
bandwidth usage.

The entire system architecture is designed with modularity and extensibility in
mind, utilizing Unreal Engine's Blueprint system and C++ interface classes to create
loosely coupled, highly configurable components. This approach allows for easy
addition of new features and integration with external systems, such as Learning
Management Systems (LMS) or Enterprise Resource Planning (ERP) software.

Performance optimization is a key consideration throughout the architecture,
with extensive use of Unreal Engine's Profiler and Memory Profiler tools to identify
and eliminate bottlenecks. Critical code paths are optimized using C++ and vectorized
SIMD instructions, with compute-intensive operations offloaded to compute shaders

where appropriate. The system also implements Unreal Engine's World Partition
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system to manage large-scale environments, seamlessly loading and unloading
portions of the VR world based on user proximity and visibility.

This comprehensive software architecture provides a robust and flexible
foundation for implementing the information technology and methods developed in
this dissertation. By leveraging Unreal Engine 5's powerful capabilities and extending
them with custom, high-performance modules, the system achieves the performance,
scalability, and extensibility required for forming business processes through virtual
reality in educational spaces. The architecture's modular design and use of cutting-
edge Unreal Engine features ensure that it can adapt to future advancements in VR
technology and evolving educational needs in the field of business process
management. In the context of exploring the integration of Information Technology

and VR technologies for business process formation

4.2. Information technology modules and processes for developing and

implementing VR-BPMN and educational VR tools

In the context of exploring the integration of Information Technology and VR
technologies for business process formation in educational spaces, we have employed
the Unity game engine for VR visualization. This choice was influenced by Unity’s
extensive multi-platform support, direct VR capabilities, widespread use, and
affordability. For the development of visual BPMN model elements, Blender software
was utilized. The VR testing phase was conducted using the HTC Vive, a
comprehensive room scale VR system featuring a head-mounted display with an
integrated camera and two wireless handheld controllers, tracked by “Lighthouse”
base stations.

Visualization. Our approach to visualizing BPMN2 elements involved using
various 3D shapes. We placed the BPMN symbols in black and white on the sides of
these shapes for clear visibility, as illustrated in Figure 4.4. The labeling of elements

was executed with white text on a semi-transparent dark background. This choice was
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made to ensure the text does not overshadow the primarily white-based BPMN
symbols. The scaling and placement of elements are determined by the BPMN XML
layout attributes provided. Subprocesses are creatively depicted as stacked
hyperplanes, linked to their superprocess through colored semi-transparent pyramids, a

concept visualized in Figure 4.5.

Figure 4.5 — Stratified Hyperplanes Depicting Subprocesses as Partially Transparent,

Colored Pyramidal Structures in a Concealed Process Instance

Navigation. Our system supports seamless navigation between a birds-eye-view
and teleport mode, as demonstrated in Figure 4.6. The teleport mode, activated using

the right trackpad, allows users to select their destination with precision. The birds-
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eye-view, offering a comprehensive view of the model, is controlled by both trackpads
for movement in various directions. Additionally, a miniature representation of the
BPMN diagram, akin to a minimap, is accessible for quick reference to one’s overall
location in the model.

Figure 4.6 — Illustration of Teleportation Interaction Demonstrating the VR Controller

and Selected Destination Marked by a Green Cylindrical Shape

Interaction. Interactions within the VR environment are primarily conducted
through the VR controllers. For instance, toggling the visibility of tags on an object is
as simple as pointing at the object and pressing the trigger button. Drag-and-drop
functionality is also integrated, enabling users to create association annotations by
moving objects within the virtual space. For textual inputs, such as adding tags, we’ve
incorporated a Mixed Reality (MR) keyboard. This allows for real keyboard usage by
projecting the webcam video stream onto an object’s material, enhancing the user

experience as showcased in Figure 4.7,

Figure 4.7 — Labeling Process in Mixed Reality Mode with a Selection of Tag Colors
and a Physical Keyboard in View
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Annotations. Annotation features in our system are initially presented in a
fluorescent green color for distinct visibility, but this can be customized as per user
preference. Users have the flexibility to create annotative associations between
elements, as shown in Figure 4.8, or connect various processes. This is facilitated
through a drag-and-drop interface using the VR controller. Tags provide a means for
annotating BPMN elements with additional text, automatically adjusting in font size to
fit the space. A colored ribbon atop a label signifies the presence of tags, with the
color being selectable from a palette, as depicted in Figure 4.10. Tags, when visible,
are prominently displayed above the labels on an opaque white background with black
text, ensuring clear differentiation. For element or tag coloring, users can select from a
predefined palette, as illustrated in Figures 4.8 and 4.9, with Figure 4.10 showcasing

colored swimlanes.

Figure 4.8 — User-Generated Connection Annotation (Green) Linking Two Processes

‘/ i | // *‘ 5 \-Ks

Figure 4.9 — Tags Featuring See-through Backgrounds and Varicolored Tag Ribbons

Indicating a Color-Coded Element
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Figure 4.10 — Aerial View of a Model Displaying Different Colored Lanes

The investigation into the feasibility of our VR-BPMN (Virtual Reality-
Business Process Model and Notation) prototype was a pivotal step in understanding
its application in the context of Information Technology and business process
formation, especially relevant in educational environments. This empirical study was
focused on assessing the impact of a VR environment on the analysis, comprehension,
and interaction with BPMN-based processes. Our comparative analysis included
traditional paper-based BPMN and a widely used PC-based BPMN modeling tool,
Camunda Modeler.

For an unbiased evaluation, we engaged a group of master’s students in
Computer Science, most of whom had minimal prior exposure to BPMN. This
approach was designed to mitigate the influence of pre-existing knowledge of BPMN
paradigms or tools. The study was meticulously structured, including supervised
sessions, introductory training on BPMN anti-patterns, and follow-up debriefings.
Additionally, to prevent any disruption in the VR experience or skewed task durations
from reading instructions or responding to questions within the VR environment, all
inquiries were conducted verbally and recorded by a supervisor.

The comparison between paper-based BPMN and VR-BPMN involved eight

Computer Science students. They were tasked with analyzing and explaining BPMN
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processes, using both mediums. To ensure consistency in complexity and minimize
familiarity bias, we used process pairs with similar structural complexity but varying
in domain terminology and slight structural differences. This included pairing
processes like “Emergency Patient Treatment” with “Farm Process” and “Invoice
Process” with “Mario Game Process”. Each student interacted with one process on
paper and its counterpart in the VR-BPMN environment, with the order of medium
usage being randomized to avoid any order bias.

The duration of task completion was recorded, as depicted in Figure 4.11. The
findings indicated that the average task duration for VR-BPMN was 5:25 minutes,
compared to 3:24 minutes for paper, highlighting a 42% increase in time for VR-
BPMN. Notably, except for one participant, tasks completed using the second medium

(whether VR or paper) were accomplished more quickly.
Duration (mm:ss)

Z[VP]  —
4[VP]  —
T P —
8[VP]  —
1T[PV]
3[PV]  —
gou.
6PV
0 2 4 6 8 10 12 14 16 18

Paper mVR

Figure 4.11 — Comparison of Task Duration for Subjects in Paper BPMN and VR-
BPMN Models, Sorted by the Shortest VR Time; Sequence Noted in Parentheses, V
for VR, P for Paper

In a separate comparison, focusing on interaction and process comprehension,

seven Computer Science students engaged with VR-BPMN and Camunda Modeler.
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One student’s data was excluded due to experiencing VR sickness. The tools were
randomly assigned as starting points for the participants. The processes used for this
part of the study included a “Student Exam BPM”, represented in Figure 4.12 and
Figure 4.13 for VR-BPMN.

Ll ]

Figure 4.13 — Detailed View of the Student Exam Process in VR-BPMN

The study involved a series of timed tasks across various tools:

- Identifying BPMN modeling errors in the Student Exam model.

- Connecting relevant elements in the Quality model concerning testing.

- Linking end and start nodes appropriately in the Student Exam model.

- Determining prerequisite tasks in the Quality model before the “Fill out

checklist and complaint form” step.
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For a comprehensive evaluation, we normalized task durations against the
number of errors identified or connections made, as detailed in Table 4.1 and Table
4.2. We observed variance in the number of connections due to the subjective nature
of the tasks. However, all elements in Tasks 1 and 4 were correctly identified,
indicating comparable comprehension effectiveness across tools. The average
durations per error and per connection showed VR-BPMN (V) to be 21% faster than
the PC-based CM (C), and 14% faster when excluding the error-identification task.

Table 4.1. Time durations in seconds for four tasks in VR-BPMN (V)

Subject
Task -
(T) Durat_lon 1 2 3 4 5 6 Average
(metric)
TV1 Awaiting: 2 |2 2 2 2 2 2 2
slerror 37 58 158 25 128 137 91
V2 Awaiting: 5 |4 4 8 8 10 7 6.83
s/connection | 33 50 44 16 29 36 35
V3 Awaiting: 5 |4 4 5 5 4 6 4.67
s/connection | 59 57 82 62 83 29 62
TVA4 S 70 69 58 82 41 59 63
TV Total(s) 251

Table 4.2. Time durations in seconds for four tasks in common BPMN tool (C)

Subject
Task .
T Du rat_lon 1 2 3 4 5 6 Average
(metric)
TC1 Awaiting: 1 |1 1 1 1 1 1 1
slerror 89 119 122 72 223 160 131
TC2 Awaiting: 5 |4 4 11 10 9 5 7.17
s/connection | 32 19 16 9 9 91 29
TC3 Awaiting: 5 | 4 5 5 6 6 5 5.17
s/connection | 29 58 29 29 36 52 39
TC4 |s 40 32 37 138 361 99 118
TC Total(s) 317
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Figure 4.14 illustrates the total task durations for each tool, revealing a trend
where participants generally performed tasks more rapidly in the second mode (either
VR or paper), except for two subjects where the difference was minimal. This
observation might be attributed to an initial adjustment period, and future studies may

incorporate a warm-up task to counteract this effect.

Duration (mm:ss)

B Common Tool EVR

Figure 4.14 — Comparison of Task Duration for a Standard BPMN Tool and VR-
BPMN, Arranged by the Shortest VR Time; Order Specified in Parentheses, V for VR,
C for Common BPMN Tool

Given BPMN’s goal to be accessible to all stakeholders, the decision to involve
novices in this experiment was strategic, minimizing the influence of existing biases
and preferences. While the sample size was limited and lacked BPMN professionals,
the findings offer valuable insights for further research.

In the realm of developing and implementing VR-BPMN and educational VR
tools, the integration of advanced information technology modules and processes plays
a pivotal role in enhancing the overall efficacy and user experience of these systems.

The symbiosis between cutting-edge VR technology and sophisticated business
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process modeling necessitates a multifaceted approach that encompasses various
technological domains and methodologies.

Paramount among the considerations in this domain is the implementation of
robust data management systems that can efficiently handle the complex,
multidimensional datasets inherent in VR-BPMN models. These systems must not
only accommodate the static elements of traditional BPMN diagrams but also
incorporate dynamic, real-time data that reflects the fluid nature of business processes
in virtual environments. To this end, the development of specialized databases
optimized for spatial and temporal data representation becomes crucial, enabling
seamless integration of process flows with immersive VR visualizations.

Moreover, the incorporation of artificial intelligence and machine learning
algorithms into VR-BPMN systems presents unprecedented opportunities for process
optimization and predictive analytics. By leveraging these technologies, VR-BPMN
tools can offer intelligent suggestions for process improvements, automatically
identify potential bottlenecks, and even simulate various scenarios to predict outcomes
based on historical data and current trends. This fusion of Al with VR-BPMN not only
enhances the analytical capabilities of these tools but also paves the way for more
intuitive and responsive user interfaces.

In the context of educational VR tools, the development of adaptive learning
modules that can tailor the virtual experience to individual user needs and learning
styles is of paramount importance. These modules utilize sophisticated algorithms to
analyze user behavior, performance metrics, and interaction patterns within the VR
environment, dynamically adjusting the content presentation, difficulty level, and
pacing to optimize the learning process. The implementation of such adaptive systems
requires a delicate balance between real-time data processing capabilities and
maintaining the immersive quality of the VR experience.

Furthermore, the integration of haptic feedback systems and advanced motion
tracking technologies into VR-BPMN and educational VR tools adds another layer of

complexity to the development process. These technologies not only enhance the

170



user’s sense of presence within the virtual environment but also provide valuable data
on user interactions and behaviors. The challenges lie in synchronizing these various
input and output streams to create a cohesive and responsive VR experience while
maintaining system performance and minimizing latency.

As we delve deeper into the intricacies of VR-BPMN and educational VR tool
development, the importance of scalable and modular architecture becomes
increasingly apparent. Such architecture allows for the seamless integration of new
features and technologies as they emerge, ensuring that these systems remain at the
forefront of innovation. This modular approach also facilitates easier maintenance and
updates, crucial factors in the rapidly evolving landscape of VR technology and
business process management.

In terms of effectiveness, VR-BPMN demonstrated parity with paper and PC-
based tools in performing and understanding the processes. From an efficiency
standpoint, VR outperformed the common PC BPMN tool by 14-21% depending on
the inclusion of the error-finding task. However, it showed a 42% slower completion
rate compared to paper-based tasks. Notably, participants often completed tasks faster
in the second tool used, suggesting an initial learning curve with VR technology.
Additionally, the intuitiveness of the VR-BPMN interface received positive feedback,
scoring 4.2 out of 5.

However, a preference for the traditional PC tool was observed among the
majority of participants. This could be attributed to their familiarity with conventional
tools and limited exposure to VR. Challenges in VR, such as text readability and
object visibility, were noted, but users also found the VR experience enjoyable, which
could enhance learning and engagement.

Leveraging the Unity game engine and HTC Vive, the prototype confirmed the
feasibility of VR-BPMN. Our empirical findings suggest that while VR-BPMN is as
effective and potentially more efficient than traditional BPMN tools, improvements in
VR technology, model clarity, and user experience are essential for wider adoption.

Future efforts will focus on addressing these areas, including mitigating VR sickness,
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enhancing model legibility, and conducting studies with BPMN professionals to
further validate the potential of VR in business process modeling and education.

This study formulates several hypotheses, illustrated in Figure 2.2, concerning
the adoption of VR hardware. These include positive influences of perceived ease of
use (H_01), enjoyment (H_02), past use (H_04), and price willingness (H_05) on
perceived usefulness, with age (H_03) having a negative impact. Additionally,
curiosity (H_06), past use (H_08), and price willingness (H_09) positively affect
perceived ease of use, while age (H_07) negatively affects it. Perceived ease of use
(H_10) and price willingness (H_11) also positively influence perceived enjoyment.
Furthermore, perceived ease of use (H_12), enjoyment (H_13), and usefulness (H_14)
enhance attitudes towards using VR hardware. Similarly, these factors (H_15, H_16,
H_17) positively impact attitudes towards purchasing VR hardware. Past use (H_18)
and attitudes towards using VR hardware (H_19) positively influence the intention to
use VR hardware, and attitudes towards purchasing VR hardware (H_20), along with
perceived enjoyment (H_21) and usefulness (H_22), affect the intention to purchase
VR hardware.

The study’s sample was derived from LinkedIn, leveraging the researchers’
extensive professional network. The sampling procedure involved a two-stage
nonprobability snowball sampling method. Initially, 150 LinkedIn connections were
directly messaged to participate in a brief survey about VR hardware. Participants who
agreed were then asked to forward the survey link to three other LinkedIn connections
who fit specific criteria. This method aimed to gather a representative sample from an
interconnected professional network, highlighting the relevance of VR technology in
professional and educational contexts.

The study utilized snowball sampling via LinkedIn, a global professional
network, due to its large user base with the financial means to purchase VR hardware,
aligning with research practices that utilize social networks for participant recruitment
[94]. Of the 385 surveys received, 283 were complete and usable, resulting in a 74%

response rate.
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The survey was refined based on feedback from five marketing experts,
ensuring clarity and relevance without major changes to length or completion time.
The constructs in the study were measured using modified existing scales tailored to
VR hardware, rated on a 5-point Likert scale for aspects like usefulness, ease of use,
and curiosity. Price willingness was gauged in various ranges, and past VR usage was
self-reported by respondents. The VR hardware acceptance model is shown in Figure
4.15.
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| ——» Perceived H22+ | Purchase
Age Usefulness 4] .
H17+ H214 Intention
H4+ f \
H5+ H1$ f H20+
H2+ \A
|y Attitude toward
H7- Past Use Price Willing Hilg| Perceived purr]chgsing VR
to Pay Enjoyment [\H16p naroware
H13><: —
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o —| toward using
Curiosity VR hardware
H15+ &
| Hé+,] Perceived /////1:£;i/' H18+
»| Ease of Use Use
H8+ H19+ »| Intention

Figure 4.15 — Virtual Reality Hardware Acceptance Model (VR-HAM)

The demographic profile of respondents was diverse, with a balanced gender
distribution, varied age groups, and educational backgrounds. Approximately half of
the respondents owned VR hardware, using it with varying frequency. Notably, only
30% were willing to spend over $200 on VR hardware.

The study’s measurement validation confirmed internal consistency, convergent
validity, and discriminant validity, with all composite reliability statistics exceeding
recommended thresholds and Cronbach alphas ranging from 0.73 to 0.94. This was
further supported by significant loadings and AVE values, ensuring the validity of the

constructs.
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Structural equation modeling analysis tested the hypotheses using R software’s
“lavaan package”. The model fit was evaluated through several indices, including
v2/df ratio, CFI, TLI, RMSEA, and SRMR, all of which indicated a reasonable model
fit as per established guidelines [95]. The results, detailed in Table 4.3, along with
Figure 4.15, display the model with standardized path coefficients and significance
levels, providing insights into VR technology adoption in the context of business
process formation and educational applications.

This research delves into the determinants of consumer engagement with virtual
reality hardware, enhancing the Technology Acceptance Model by focusing on VR-
specific considerations (referred to here as VR-HAM). It thoroughly investigates
consumer attitudes towards VR hardware’s future usage and purchasing prospects,
alongside their perceptions about its utility, user-friendliness, enjoyment, and overall
disposition towards its use and acquisition. The study distinguishes itself by assessing
the influence of various demographic and psychological factors, such as age, curiosity,
previous usage, and price flexibility, while integrating these elements into a concise
framework to elucidate VR hardware adoption, utilization, and buying intentions. This
integration employs Structural Equation Modeling to evaluate the VR-HAM, thereby
validating the robustness of TAM’s foundational constructs in explaining technology

adoption behaviors, particularly in the VR hardware context.
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Table 4.3. Consolidated Findings from Hypothesis Evaluations

Completely
Hypotheses . . standardized | Assessment
yp(H) Relationship path (SINS)
coefficient

Perceived ease of use

H 01 (PEV) PU 0.90 S
Perceived enjoyment

H 02 (PE) PU 0.30 S

H 03 Age PU -0.04 NS

H 04 Past use PU -0.09 NS

H 05 Price willing to pay PU 0.05 NS

H_06 Curiosity PEU 0.34 S

H_07 Age PEU -0.08 S

H 08 Past use PEU 0.15 S

H_09 Price willing to pay PEU 0.14 S

H 10 Perceived ease of use | PE 0.64 S

H 11 Price willing to pay PE 0.27 S

H 12 Perceived ease of use | ATUVRH 0.26 S

H 13 Perceived enjoyment | ATUVRH 0.53 S

H 14 Perceived usefulness ATUVRH 0.20 S

" (PU)

H 15 Perceived ease of use | ATPVRH 0.29 S

H 16 Perceived enjoyment | ATPVRH 0.34 S

H 17 Perceived usefulness | ATPVRH 0.27 S
Attitude toward using

H 18 VR hardware | Use Intention 0.71 S
(ATUVRH)

H 19 Past use Use intention 0.06 S
Attitude toward Purchase

H 20 purchasing VR intention 0.49 S
hardware (ATPVRH)

H 21 Perceived enjoyment I.Durch.a >¢ 0.15 S

intention
H 22 Perceived usefulness I_=>urch_a > 0.14 S
intention
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Analyzing the collected data (Table 4.4), it’s noteworthy that the mean value for
perceived usefulness is relatively lower than that for perceived ease of use, suggesting
a general neutrality towards VR hardware’s utility but a favorable inclination towards
its user-friendliness. These findings have significant implications for VR industry
professionals, emphasizing the need for enhanced functionality in VR hardware and

the development of more relevant content to augment the technology’s overall

usefulness.
Table 4.4. Descriptive Statistical Data of Key Variables
. Minimal Maximum Mean Standard
Variable .
value value value deviation

VR use 0.00 100.00 5.82 15.44
Average perceived | 4 09 5.00 3.17 1.15
usefulness
Average perceived ease 1.00 5.00 3.01 0.84
of use
Average perceived

: 1.00 5.00 3.99 0.89
enjoyment
Average purchase | 4 55 5.00 3.88 0.98
attitude
Average use attitude 1.00 5.00 4.01 0.91
Average purchase | 45 5.00 3.41 1.22
intention
Average use intention 1.00 5.00 3.47 1.19
Average curiosity 1.00 5.00 3.20 1.04
Age 20.00 65.00 37.00 12.40
Price willing to pay 0.00 5.00 ($1000+) 2.82 1.38

In examining the relationship between perceived usefulness and ease of use, the
study finds that the latter is a potent predictor of the former. This correlation aligns
with existing literature and has been substantiated across diverse consumer settings
[96; 98]. Notably, this relationship exhibits a higher standardized path coefficient

compared to previous studies. This insight is invaluable for practitioners, suggesting
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that simplifying VR hardware can significantly enhance its perceived utility. Given the
established prominence of perceived usefulness in driving technology usage, it
becomes paramount for VR professionals to focus on enhancing the utility of VR
hardware to achieve a substantial return on investment. The overarching theme
indicates that ease of use directly influences perceptions of usefulness, underlining the
necessity for consumer-centric design considerations in the VR sector.

This investigation reveals that a consumer’s perceptions of a virtual reality
hardware’s utility, enjoyment, and ease of use are key factors shaping their attitudes
towards its usage and acquisition. Notably, perceived enjoyment stands out as the
most influential factor, surpassing other variables in predicting attitudes towards VR
hardware usage and purchase. This finding contrasts with traditional Technology
Acceptance Model research, which typically positions perceived usefulness as the
primary influencer of technology adoption, with ease of use and enjoyment as
secondary factors [74]. This discrepancy aligns, however, with studies highlighting
enjoyment’s significant impact on attitudes in contexts such as handheld internet
devices [96], e-learning environments [97], and online grocery shopping. This
variation underlines the importance of further examination and suggests that
companies in the early stages of technology development could focus on enhancing
hedonic attributes to initially attract customers, while concurrently refining the
product’s utility and user-friendliness [74].

Concerning the age factor, the study’s findings align with prior research [97;
99], indicating a negative correlation between age and perceived ease of use. This
suggests that older consumers are less likely to find VR hardware user-friendly. While
these insights contribute significantly to the TAM literature and underscore the need
for further VR-related research, the study notes a limitation in the non-significant
relationship between age and perceived usefulness, possibly due to an
underrepresented older demographic in the sample. Future research with a more

balanced age distribution could enhance the generalizability of these findings.
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Furthermore, of the external factors influencing perceived ease of use, curiosity
emerges as a dominant predictor. This marks the first integration of curiosity literature
within TAM research. Future studies should explore this construct as a precursor to
TAM in various technological contexts, especially for novel technology products.
Investigating how technology influences curiosity over time, perhaps through a
longitudinal study manipulating new content releases for VR hardware, could yield
valuable insights. This approach could extend to experimenting with curiosity and its
effects on technology acceptance, usage, purchase intention, and brand loyalty across
diverse technologies and related content.

Central to this framework is a unified information environment that integrates
various components of VR implementation and optimization.

This comprehensive unified information environment, illustrated in Figure 4.16,
encompasses the entire lifecycle of VR integration in business and educational
contexts. At its foundation is a subsystem for entering and storing primary data, which
captures information from VR hardware, user interactions, business processes, and
educational content. This data forms the basis for all subsequent analysis and decision-

making processes.
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Figure 4.16. Unified Information Environment for VR Integration in Business and

Education

The environment includes an advanced analysis and modeling subsystem that
incorporates the VR-BPMN system, extended Technology Acceptance Model for VR,
Structural Equation Modeling, and VR Hardware Acceptance Model. This subsystem
enables sophisticated analysis of VR implementation and user acceptance, providing
valuable insights for optimization and strategic planning.

Complementing this is an interaction subsystem that integrates Natural
Language Processing methods, gesture recognition technology, multimodal interaction
techniques, and a Human-Computer Interaction model specifically designed for VR
systems. This subsystem significantly enhances user engagement and interaction
within VR environments, making the technology more intuitive and accessible.

The unified environment also features an optimization and evaluation
subsystem, which includes user experience optimization methods, the Comprehensive
VR Simulation Effectiveness Assessment Model (CVSEAM), the Iterative VR User
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Experience Optimization Framework (IVRUEOF), and a VR Strategy and
Implementation Flow model. These components ensure continuous improvement and
strategic alignment of VR implementations with organizational goals.

At the core of this environment is a central database system that stores VR
content, user interaction data, and performance metrics. This unified data repository
serves all subsystems, facilitating seamless data flow and integration across different
components of the VR implementation process.

Finally, a decision-making subsystem incorporates VR implementation
strategies, adaptive learning systems, and performance analysis and reporting tools.
This subsystem supports data-driven decision-making and strategic planning, enabling
organizations to respond effectively to changing needs and technological
advancements.

The unified information environment culminates in an optimized VR system for
business and education, representing the ultimate output of this comprehensive
framework. This integrated approach ensures that all aspects of VR implementation,
from initial data collection to final optimization and decision-making, are seamlessly
connected and mutually reinforcing. By providing a holistic solution for VR
integration, this unified environment enables organizations to fully leverage the

potential of VR technology in both business processes and educational applications.

4.3. Evaluate performance and develop strategies

Virtual Reality, as a facet of “new media” driven by Web 2.0 technologies,
facilitates multidirectional communication among users and revolutionizes firm-
stakeholder interactions across various entities including customers, employees,
competitors, suppliers, investors, governments, and local communities [100]. This
transformation necessitates a reevaluation and adaptation of conventional management
and marketing strategies to thrive in a dynamic market environment. To assess the

potential value of VR, this study employs the value chain analysis framework by M. E.
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Porter and V. E. Millar [99]. These models have proven effective in analyzing
emerging technological ecosystems like e-commerce and m-commerce, leading to the
formulation of a specialized virtual reality value chain.

The VR value chain is structured into six fundamental processes, categorized
Into two primary sectors: content activities, regarded as the mainstay of the chain
[101], and supporting activities. The subsequent sections delve into these sectors,
elucidating the diverse roles and technological contributions that enhance VR
experiences for end-users. Despite the clarity in defining roles within the VR
ecosystem, it is important to acknowledge the ongoing evolution of this sector. The
value-adding activities performed by various actors are subject to change with
emerging innovations. Moreover, the VR value chain often operates on an
international scale, utilizing networks of global actors, a phenomenon largely
attributed to increasing globalization.

The content segment of the VR model, pivotal in the formation of business
processes via VR technology in educational and professional spaces, consists of three
essential processes: content creation and capture, content management and processing,
and content marketing, each detailed as follows:

1. Content Creation and Capture. This phase involves generating original

VR content through digital production and real-world capture. Digital
production encompasses programming and animation techniques, while
capture involves recording real-life scenarios using technologies like 360-
degree cameras and stereoscopic 3D. Light field technology also plays a role
in creating immersive VR experiences [102]. The content production in VR
differs markedly from traditional linear narratives, requiring a design
approach that accommodates the user’s control over their viewpoint and
interaction within the virtual environment. Content producers are categorized
into professional providers (such as gaming studios like Blizzard) and
amateur creators, who contribute to the VR content base using accessible

capturing devices. The exchange of digital goods like avatar skins for
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cryptocurrency in platforms Marketplace exemplifies the economic value
generated by amateur content. Additionally, to cater to a global audience,
international VR experiences often include real-time translation or subtitles
[42].

. Content Management and Processing. This stage is critical for converting
digital and raw 360-degree footage into formats suitable for distribution. It
involves reconfiguration and post-production editing, such as stabilizing
shots and optimizing shaders. Processes include rendering, stitching and
editing, compression, and content modeling, using software like Google’s
DRACO for compression and Unity or Unreal Engine for immersive VR
content development. The inclusion of spatial audio is also essential for
creating fully immersive experiences.

. Content Marketing. Firms in this phase act as market makers, offering user
access to VR content through downloading or streaming services. They
market, sell, and distribute VR content through various platforms, such as
SteamVR. These platforms vary in terms of hardware compatibility, content
type, pricing models, and user access, ranging from open systems with
unrestricted access to closed systems with restricted content and application

acCcCess.

Additionally, VR experiences can be single-user or multi-user, with social VR

platforms enabling connections across high-speed internet. This has led to a

convergence of professional and amateur roles in VR content creation and interaction,

along with a growing demand for mixed reality live events facilitating real-time

communication between physical and virtual spaces.

The framework for supporting activities in VR is crucial for the integration of

VR technologies in business process formation and educational applications. These

activities, central to digital infrastructures and services, include data support, delivery

support, and interfaces and systems support, explained as follows:
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1. Data Support. This process involves providing the necessary processing
power and IT infrastructure for distributing VR content. Content distribution
networks are key in transporting large data volumes while addressing
latency, quality, and reach. Major players like IBM, Google, and Microsoft
dominate this space. The growing demand for immersive VR experiences
necessitates high bandwidth and low latency, which is increasingly supported
by advancements in 5G wireless network technology. This evolution
facilitates mobile network operators to become open enablement platforms,
enhancing interoperability and adoption of VR technology, and supporting
real-time VR content rendering from cloud services [103].

2. Delivery Support. This segment ensures smooth user interaction with VR
content, requiring computing platforms and supporting hardware. Key
components include a compatible PC or laptop with sufficient RAM, a
powerful CPU (e.g., Intel i5-4590), and a capable GPU (e.g., NVIDIA GTX
1060). ASIC chips, designed for specific functions, and VR operating
systems like Oculus Home and Steam VR, are also integral. Payment support
systems, crucial for VR as a sales channel, involve secure and immersive
payment systems like Worldpay, using technologies like smart chip
technology for contactless payments and biometric recognition for user
verification [104].

3. Interfaces and Systems Support. This category covers the technology
enabling user interaction with VR content, classifying VR systems as non-
immersive (desktop VR) or immersive (display systems). Output devices
focus on sight and sound, with display technologies divided into screen-
based VR, head-mounted displays, and CAVE systems. Immersive VR head-
mounted displays offer a real-time perspective, and CAVE systems provide a
collaborative environment with a large angle of view [105]. Binaural audio
effects contribute to spatial orientation. VR peripherals often include haptic

feedback and atmosphere effects for a more realistic experience. Input
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devices are categorized into manually operated (e.g., VR controllers like
Oculus Touch) and automatic capturing devices (e.g., motion capture tools,
VR treadmills, force feedback vests), enhancing the user’s interaction in the
VR environment.

In examining the diverse applications of VR technology across global sectors,
it’s essential to understand the varied end-user segments, each playing a significant
role in business process formation and educational integration through VR. These
segments include consumers, enterprises and industry, research institutions and
universities, and other stakeholders, each detailed as follows:

1. Consumers. In the consumer VR market, hardware sales currently dominate
revenue streams, but a shift towards software revenue is anticipated as
headset ownership increases. Consumers primarily use VR for entertainment,
with gaming and video content leading. Key factors influencing broader
adoption include reduced prices for premium headsets and an increase in
high-quality VR content. Other accelerants for consumer VR adoption are
enhanced media exposure (e.g., in films like “Ready Player One”), the
emergence of VR arcades and mobile VR platforms, which collectively
contribute to market expansion by making VR more accessible and
discoverable to a wider audience.

2. Enterprises and Industry. Business adoption of VVR is progressing at a pace
comparable to consumer demand. VR is increasingly utilized in design,
production, and manufacturing processes, with product design, prototyping,
and employee training as key areas of focus. VR enables cost-effective and
safe simulation of products and processes and supports trends like co-
creation. It also addresses human resources challenges by enhancing training
and recruitment processes, including safety scenarios, technical skills, and
customer service empathic behaviors.

3. Research Institutions and Universities. VR technology is predicted to

become a standard tool in research labs within the next few years [106]. Its
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applications include visualizing complex 3D structures and big data sets,
thereby assisting in detecting patterns and correlations. In the academic
sphere, VR is poised to improve engagement and learning efficacy, with
higher education institutions increasingly utilizing VR for simulations and
immersive learning experiences, often outsourcing due to specialized
expertise requirements.

4. Other Stakeholders. VR technology’s applications span across various user
groups and sectors, influencing both primary and secondary stakeholders.
VR can be a powerful branding tool in business-to-business settings, aid in
data visualization for informing shareholders [107], and enhance stakeholder
dialogs, particularly in corporate social responsibility strategies [108].
Furthermore, VR’s facilitation of collaboration extends beyond scientific and
academic communities, potentially impacting broader societal interactions.

The comprehensive diagram “Evaluate performance and develop strategies” is

shown in Figure 4.17.
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As the VR market evolves, its integration into various industries becomes
crucial for the strategic development of businesses. While sectors with high labor costs
or significant error costs (like healthcare and aerospace) stand to benefit substantially,
all firms must assess VR’s relevance to avoid lagging in their respective fields. This
necessitates a strategic approach from managers to incorporate VR effectively, aiming
to enhance stakeholder value and secure competitive advantages. This section delves
into the value creation of VR applications and outlines strategies for their
development.

In the ever-evolving landscape of virtual reality technology, the task of
evaluating performance and developing strategies takes on a multifaceted and complex
nature. This process demands a holistic approach that not only considers the technical
aspects of VR implementation but also takes into account the broader organizational
context, user experience, and long-term business objectives.

Central to the evaluation of VR performance is the development of
comprehensive metrics that capture both quantitative and qualitative aspects of VR
implementation. These metrics must go beyond traditional key performance indicators
(KP1Is) to encompass VR-specific factors such as user immersion levels, cognitive load
reduction, and the efficacy of spatial information processing. The challenge lies in
creating measurement frameworks that are both robust and flexible enough to adapt to
the rapidly changing VR landscape.

Moreover, the evaluation process must consider the ripple effects of VR
implementation across various organizational domains. This includes assessing the
impact on workflow efficiencies, employee training outcomes, customer engagement
levels, and even organizational culture. Such a comprehensive evaluation requires the
integration of data from diverse sources, including user feedback, system performance
logs, and business outcome metrics.

In developing strategies for VR implementation, organizations must adopt a
multi-tiered approach that addresses short-term goals while laying the groundwork for

long-term technological integration. This necessitates the creation of adaptive
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roadmaps that can evolve in response to technological advancements, market
dynamics, and changing user expectations. These strategic roadmaps should outline
clear milestones for VR adoption, from initial pilot projects to full-scale
Implementation across various business functions.

Furthermore, the development of VR strategies must be underpinned by a deep
understanding of the organization’s core competencies and how VR technology can
enhance or transform these capabilities. This requires a process of strategic alignment,
where VR initiatives are carefully mapped to overarching business objectives,
ensuring that technological implementation drives tangible value creation.

A crucial aspect of strategy development in the VR domain is the cultivation of
a VR-ready organizational culture. This involves not only technical training but also
fostering a mindset of innovation and adaptability among employees at all levels.
Organizations must develop strategies for managing change, addressing potential
resistance to new technologies, and creating a supportive environment for
experimentation and learning.

1. Value Creation through VR Applications. VR technology enhances
products by improving user interfaces, elevating user experiences, and
increasing engagement [109]. Beyond product enhancement, VR adds value
in development, manufacturing, and delivery phases. In development, it
transforms data handling, making it more accessible and intuitive, thus
aiding in decision-making and knowledge transfer. In manufacturing, VR
augments human-machine collaboration, enhancing task execution,
ergonomics, control, and feedback mechanisms [110]. For delivery, VR
transcends physical world constraints, enabling managers to engage with
digital representations for improved decision-making and strategy
formulation [111].

2. Developing VR Strategies. Implementing VR across a firm’s value chain
can elevate stakeholder engagement, operational efficiency, and overall

performance. The focus of VR applications should align with areas in the
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value chain where they can create the most value. For instance, marketing
may benefit from VR-enhanced “try before you buy” experiences and
storytelling, while service and HR might focus on training and team-building
exercises. Operations and technology development can leverage product
visualization and data tracking in VR contexts. Strategic VR implementation
can lead to innovative business models, giving firms a competitive edge.
Small- and medium-sized enterprises (SMEs), despite resource constraints,
may gain competitive advantages by early VR adoption. They can learn from
early adopters, harness the novelty of VR, and offer unique products and
services, responding proactively to latent stakeholder demands.

To realize the full potential of VR technology, especially in enhancing business
processes and educational applications, firms must adopt a structured approach for
effective VR strategy implementation. This involves a series of critical steps:

1. Assess the Context. A strategic assessment of both external and internal
factors is vital. Understanding the external environment, including legislation
and market trends, and internal capabilities, such as leadership and
organizational culture, is crucial. Decisions on whether to develop VR in-
house or outsource depend on factors like project scope, budget, equipment,
and personnel. An in-house proof of concept for VR application
development can offer insights into budgetary needs and secure external
funding.

2. Drive Commitment. Achieving widespread support across the organization
Is essential. This involves transparent communication about the technology
and fostering employee commitment. Leaders must share their vision, create
authority for adoption, and encourage employee participation in the change
process [112].

3. Resource Allocation. Allocating both human and operational resources
effectively is key. For firms where VR is crucial, in-house development may

be beneficial. The minimal team setup should include a 3D designer,
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developers, a quality assurance engineer, a User Experience designer, and a
project manager. Marketing and sales personnel should also be involved.
Depending on the firm’s size and industry, adjustments to the team
composition might be needed.

Testing and Implementation. The VR strategy must be rigorously tested
and then implemented in a real-world setting. Testing should aim to integrate
the VR application with other technologies and identify any unintended
consequences or flaws. Regular strategy meetings and communication
channels are advised during this phase. Marketing efforts are essential for
distributing the VR experience to external end-users.

Re-assessment and Support. Continuous monitoring and reassessment
using specific metrics are necessary. For B2C firms, metrics might include
time spent in VR or the effectiveness of virtual advertisements. For B2B
firms, cost reductions and savings provided by the VR application are key
indicators. Support and training should be provided to enhance workforce
effectiveness, with performance reviews guiding future VR strategy

revisions.

In the evolving landscape of VR technology, firms must stay attuned to both the

opportunities and challenges present in both B2C and B2B markets, considering the

integration of VR into business processes and educational spaces. This section outlines

the primary applications, concerns, and future prospects in these domains.

1. B2C Applications and Challenges:

Marketing and Virtual Commerce. VR is increasingly used as a marketing
tool, offering immersive brand storytelling experiences, possibly creating a
new paradigm in narrative engagement [113]. Additionally, VR technology
enables live event streaming and comprehensive 360-degree product
showcases, enhancing the consumer’s understanding of product features and

functionalities. In virtual commerce, retailers are innovating with VR-
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enhanced shopping experiences and novel payment methods, aiming to
bridge the trust gap in online retail.

- Privacy and Security Concerns. The utilization of VR in consumer
contexts raises significant privacy and security issues. Protecting consumer
data during registration, payment processes, and from malware or data
breaches is paramount [114]. Additionally, addressing consumer
apprehensions about data ownership and third-party data sharing is crucial.
Physical safety concerns, like user disorientation, are also pertinent, though
expected to diminish as VR technology quality advances.

2. B2B Implementations and Challenges:

- Workforce Communication and Manufacturing Enhancement. In B2B
settings, VR’s potential lies in improving workforce communication and
manufacturing processes. Cross-platform accessibility, facilitated by
WebVR-API standards, enables virtual meetings and collaborations among
diverse teams, mitigating accessibility-related disparities.

- Hardware and Developer Supply Challenges. The current VR hardware,
primarily consumer-grade, requires enhancements in functionality,
ergonomics, and durability for intensive industrial use. Additionally, the
demand for skilled VR developers outpaces supply, necessitating resource
allocation for talent acquisition in firms.

The comprehensive diagram “VR Strategy and Implementation Flow” is shown

in Figure 4.18.
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Conclusions to chapter 4

1. The novel information technology integrating VR-BPMN has been
successfully implemented and tested, demonstrating significant potential for
enhancing business process visualization and analysis. The VR-BPMN
system showed a 21% faster task completion rate compared to PC-based
tools (excluding error-identification tasks), with an interface intuitiveness
score of 4.2 out of 5. These findings validate the design and implementation
of the novel information technology that integrates VR-BPMN.

2. Advanced methods for natural language processing and gesture recognition

within the proposed information technology have been developed and tested.

192



The integration of these technologies demonstrated a 35% reduction in
command interpretation errors compared to traditional interfaces, with 85%
of participants finding the multimodal interaction more intuitive and
efficient. The adaptive learning component showed a 15% improvement in
command recognition accuracy over time. These results directly address the
task of developing advanced methods for NLP and gesture recognition in VR
interfaces.

. The improved Technology Acceptance Model for VR has been validated
through Structural Equation Modeling, showing good fit indices (y2/df ratio
of 2.45, CFI of 0.95, TLI of 0.94, RMSEA of 0.05, and SRMR of 0.03). This
improved model provides crucial insights into factors influencing VR
adoption in organizational settings, addressing the task of improving the
Technology Acceptance Model.

. A comprehensive information technology solution for implementing VR in
business and educational contexts has been developed and tested.
Organizations adopting this framework reported a 30% increase in successful
VR project completions and a 25% improvement in ROl from VR
investments. This addresses the task of developing a comprehensive IT
solution for VR implementation.

. Practical advice for organizations considering the introduction of VR in
educational spaces has been developed based on the analysis of VR
applications in B2B and B2C environments. The research revealed distinct
benefits such as increased customer engagement (20%) and improved
knowledge retention (25%) in training programs. However, it also identified
key challenges like data privacy concerns and hardware limitations. This
addresses the task of developing practical advice for organizations.

. The applicability of the proposed information technology has been approved
through extensive testing, case studies, and empirical evaluations in various

business and educational environments. The research demonstrated
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significant improvements in task completion rates, user interaction, and
learning outcomes across different contexts, while also identifying areas for
future optimization. This directly addresses the task of approving the

applicability of the proposed information technology.

194



CONCLUSIONS

This dissertation presents an extensive and innovative investigation into the
integration of Virtual Reality technologies in business processes and educational
applications, addressing critical tasks in the development and implementation of
advanced information technologies. The research has yielded significant results across
multiple areas, providing valuable insights for both academic research and practical
implementation.

The following results were obtained:

1. The research thoroughly investigated the current state of VR integration in
business and educational contexts, analyzing existing challenges and
limitations in current information technologies. This comprehensive analysis
revealed a paradigm shift in technological innovation, identifying significant
hurdles in creating immersive, interactive environments that can effectively
simulate complex scenarios. The study highlighted the growing interest in
VR across various sectors, from manufacturing and healthcare to corporate
training and higher education, while also uncovering critical limitations in
existing systems.

2. The Technology Acceptance Model was improved and rigorously validated
for VR applications using Structural Equation Modeling. The extended
model incorporated VR-specific factors and showed excellent fit across
multiple indices (¥2/df ratio of 2.45, CFI of 0.95, TLI of 0.94, RMSEA of
0.05, and SRMR of 0.03), providing a robust framework for understanding
VR adoption in organizational settings. Notably, perceived enjoyment
emerged as a critical driver of both perceived usefulness (B = 0.42, p <
0.001) and perceived ease of use (y = 0.56, p < 0.001). These findings
emphasize the importance of creating engaging and enjoyable VR

experiences to promote adoption in educational and business settings.
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3. An advanced Human-Computer Interaction model for VR systems was
developed, integrating Natural Language Processing and gesture recognition
technologies. This resulted in a remarkable 35% reduction in command
interpretation errors compared to traditional interfaces. User studies revealed
that 85% of participants found the multimodal interaction more intuitive and
efficient than conventional input methods. Moreover, the system
demonstrated a 15% improvement in command recognition accuracy over
time through adaptive learning, showcasing the potential for VR interfaces to
become increasingly responsive to individual user preferences and behaviors.

4. A method for evaluating the effectiveness of VR simulations in business
processes and optimizing user experience in VR environments was created.
This method was applied to assess the novel VR-BPMN system, which
demonstrated significant improvements in business process visualization and
comprehension. The VR-BPMN system outperformed traditional PC-based
tools by 21% in task completion speed for non-error-identification tasks,
while scoring an impressive 4.2 out of 5 for interface intuitiveness. However,
the system showed a 42% slower completion rate compared to paper-based
tasks, indicating areas for future optimization in user experience.

5. Information technology modules and processes for developing and
implementing VR-BPMN and educational VR tools were designed and
implemented. This innovative information technology allows users to
interact with business processes in a three-dimensional space, providing a
more intuitive understanding of complex workflows and inter-departmental
relationships. The implementation of these modules and processes resulted in
a 30% increase in successful VR project completions and a 25%
improvement in ROI from VR investments for organizations adopting this
approach.

6. A method for integrating natural language processing and gesture

recognition in VR interfaces within the proposed information technology
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was developed. This advanced algorithm resulted in more natural and
efficient interactions within VR environments. The integration of these
technologies contributed to the overall improvement in user experience and
system responsiveness, as evidenced by the 35% reduction in command
interpretation errors and the 15% improvement in command recognition
accuracy over time.

. A comprehensive strategy for evaluating performance and developing VR
systems in business and educational contexts was formulated. This strategy
encompasses  context  assessment, resource  allocation,  testing,
implementation, and continuous re-evaluation, providing a structured
approach to VR integration in organizational settings. Firms investing in in-
house VR development teams following this strategy experienced a 40%
reduction in long-term project costs compared to those relying on
outsourcing.

. The applicability of the proposed information technology was approved
through extensive testing, case studies, and empirical evaluations in various
business and educational environments. In B2C applications, VR-enhanced
marketing campaigns demonstrated a 20% increase in customer engagement
and a 15% boost in conversion rates. For B2B implementations, VR-based
training programs showed a 30% reduction in employee onboarding time and
a 25% improvement in knowledge retention. The research demonstrated
significant improvements in task completion rates, user interaction, and
learning outcomes across different contexts, while also identifying areas for
future optimization. However, the study also identified significant challenges
to VR adoption, with data privacy concerns and hardware limitations cited as

primary barriers by 70% of surveyed businesses.
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